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Abstract

Energy utilization of smart or intelligent buildings refers to the definition, modeling, and integration of disparate energy elements into coherent energy systems in buildings with the help of artificial intelligence. A core aspect of applications for smart building energy is to address the issues of energy utilization directly while simultaneously taking into account user-comfort, security and malfunctions. Being deployed in increasing numbers in the built environment, these applications are important components of the built environment today.

Given the risen number of renewable energy sources together with tightened regulation to energy consumption, the smart building energy applications provide means to combine new technology components together with heterogeneous requirements and goals for energy utilization in buildings. These goals comprise of, for instance, optimal scheduling of energy consumption and production, optimization of costs, integration of renewable energy, user-behavior recognition, and consumer comfort.

This research investigates smart building energy applications. This objective is pursued through four research questions which highlight the various aspects of the smart building energy applications: (i) What algorithm to utilize for forecasting the equipment degradation, and what kind of uncertainty is associated with these forecasts for battery packs? (ii) How to build a model in case of gaps or a limited number of observations of interest in data for an air handling unit? (iii) How to involve people in personal environmental comfort decisions for smart building energy applications?, and, finally, (iv) what kind of need is there for smart building energy applications, and which solutions meet these needs? Each of these issues is dealt with using novel techniques, and a related taxonomy was created, as presented in the research publications. The relevance of the proposed solutions is verified with case-studies. Overall, machine learning models solve heterogeneous problems in the field of smart building energy utilization. The results indicate that the proposed solutions can provide answers to a variety of issues regarding building energy management, smart grid, personalization, and maintenance and security.

Keywords Machine learning applications for energy utilization, smart buildings, energy utilization

ISSN (printed) 1799-4934 ISSN (pdf) 1799-4942
Location of publisher Helsinki Location of printing Helsinki Year 2022
Tiivistelmä

Älyenergiaratkaisut tarjoavat joustavaa ja kestävää energiaa rakennuksissa ja liikenteessä. Älyenergiasovelluksia käytetäänkin enenevässä määrin rakennetuissa ympäristöissä. Samanaikaisesti ratkottavia ongelmia älyenergiasovelluksissa ovat energiansäästö, lämpöviihtyvyys, ja epänormaalien tilanteiden hallinta. Uusiutuvien energianlähteiden lisääntyvit käyttö ja lainsäädännön tiukentuneet vaatimukset energiankäyttöistä vaativat uusia ratkaisuja, joita älyenergiasovellukset voivat tarjota. Ne soveltuvat erityisen hyvin, jos vaatimuksia on monia tai ne ovat jopa näennäisesti ristiriitaisia. Tällaisia vaatimuksia ovat muun muassa järjestelmiän käytön optimointi, kulujen vähentäminen, uusiutuvan energian liittäminen järjestelmään ja käyttäjien lämpöviihtyvyys.

Tämä tutkimus pohtii älyenergiasovelluksia rakennuksissa. Aihetta lähestyttääan tutkimuskysymysten kautta: (i) Minkä algoritmin avulla voidaan tutkia akkulaitteiston kaarten ja mikä on algoritmisesta mallista saatujen tulosten epävarmuus? (ii) Kuinka mallintaa, kun pohjadata on epätasapainoisissa ja/ tai olet täydellisen kattavaa (esimerkkinä ilmanvaihdonlaitteen data)? (iii) Miten ottaa huomioon ihmiset lämpöviihtyvyyden määrityksessä ja siihen liittyvää päätöksenteossa? (iv) Minkälaisia tarpeita on olemassa älyenergiasovelluksille, mitkä voivat ratkaisujen niiille?
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1. Introduction

Smart or intelligent energy refers to definition, modeling, and integration of disparate elements into coherent energy systems [1]. Moreover, smart building energy applications consist of heterogeneous machine learning models to solve problems related not only to building energy utilization directly but also to user-comfort and abnormal situations [2, 3]. Smart energy has emerged to provide flexible and sustainable energy for buildings and transportation.

Given the rising number of renewable energy sources together with legal restraints to energy consumption, smart building energy applications provide means to combine the heterogeneous goals for energy utilization in the context of buildings [4, 5]. These goals comprise of, for instance, optimal scheduling of consumption and production, optimization of costs, integration of renewable energy, utilization of energy storages, user-behavior recognition, and consumer comfort.

This dissertation explores and implements several statistical analysis and machine learning methods with case-studies for research of smart building energy applications. The focus of this dissertation is to demonstrate with case-studies the pertiness of the machine learning models to heterogeneous problems in the field of smart building energy utilization.

Due to the dominant role of energy in everyday life, the importance of smart building energy applications is increasing. However, the applications target not only to reduce energy costs and to decrease energy consumption but also to increase well-being of their users. To achieve these goals, several of them need to be combined in an application. Moreover, the integration of an application requires inclusion of an operational control, electric devices, renewable energy sources, and an energy storage system, or a subset of these. In addition, to create an application that has energy utilization and user-comfort in balance, comfort needs to be evaluated and integrated into the application. Finally, there may be some particular needs, for instance, to be involved personally in decisions how to utilize energy in a building. Another example of a particular need is monitoring the energy system for fault situations. The smart building energy applications can be regarded
as a part of smart cities, which is an ecosystem for applications, buildings, cities, and service providers to interact with each other. Such an ecosystem combines many applications to meet the needs of their user in governed manner.

Although building energy management, smart grid, personalization, and maintenance and security applications are needed for smart buildings, the implementations face challenges due to the heterogeneous tools and environments. The absence of applicable data is perhaps the primary issue when making these applications. This includes both the absence of public databases to make models, and the limited availability of appropriate sensor data from buildings. The absence of well-defined personal data is another issue when making applications due to perceived difficulty of measuring user preferences and behavior. Furthermore, data collected may have gaps and be imbalanced. This dissertation addresses these challenges through selected case-studies of applications in buildings by giving special attention to data utilized. As a result, the applicability of various applications in the context of smart buildings is the main theme of this study that refines the previous research on smart cities [6].

1.1 Research objectives

The overall objective of this research is to create smart energy applications for buildings that generalize well to different buildings and environments. In particular, the applications should reach adequate quality measures, such as high-enough prediction accuracy. This research examines the development of selected applications with several machine learning methods, and then compares the suitability of the selected methods to the problem in question including considerations of data and quality measures. In order to create such smart energy applications, the challenges hindering the wider adaptation of smart energy applications in buildings need to be addressed. To solve the challenges motivating this research, we aim at the following targets:

• Evaluation of degradation of equipment over time. To offer flexibility for the energy production and consumption, batteries can store energy to be used on demand. The physical phenomena related to this type of mechanical equipment can cause usage limitations that need to be addressed. Typically, this is done with evaluation of the level of measure of degradation, such as state-of-health of batteries.

• Creation of machine learning model in case of imperfect data recordings. To overcome the absence of large scale labeled data to create a model, some means to make more labeled data are needed. One way to overcome
the problem of lacking data is to make use of all available data to the extent possible. To create a model and to predict with the data collected in presence of missing data records and a limited number of observations of interest, developing a model that overcomes these limitations is one means to achieve that.

• Involvement of people in comfort decisions. A balance between energy-efficiency and user-comfort is needed to make the smart building energy applications widely adapted. Traditionally a median of past opinions is utilized for smart building energy application modeling, for instance for room temperature setting. However, a straight-forward way to determine the personal comfort is to inquire about it. How to combine the direct inquiry into an energy control model is an emerging topic with few realized applications.

• Analysis of the elements of smart building energy and systematic classification of the disparate elements. A systematic approach to map the needs clarifies the gaps in the present applications. Moreover, the relationship between the different domains are sometimes overlapping and sometimes far apart. A systematic approach to classify these applications also helps to understand these relationships. This helps the integration of disparate models that is essential to fully exploit the models in buildings.

### 1.2 Research questions

This dissertation focuses on the smart building energy with experimental case-studies of applications. To give an overview, it presents a novel taxonomy for these applications to put the case-studies into relevant context. In particular, it answers the following four research questions:

**Research question 1:** What algorithm to utilize for predicting the equipment degradation and what kind of uncertainty is associated with these predictions for battery packs?

Time series methods, such as autoregressive integrated modeling average (ARIMA) based statistical techniques [7] or machine learning techniques have traditionally been utilized to yield estimations on the degradation of cells of batteries. Publication I employs battery packs that combine several cells both in series and in parallel. This requires rigorous degradation forecasts as heat generation in battery packs increases as they age. If unchecked, it can cause internal short circuits in these relatively powerful pieces of equipment compromising the safety of buildings and their users.
Publication I presents the development and evaluation of a model for one battery pack and, to ensure the generalization of the model, set of similar battery packs. Publication II presents further developed results. The experiment had a greater number of battery packs for its use and it deepened the research on degradation by comparing seven models to it.

**Research question 2:** How to build a model in case of gaps or a limited number of observations of interest in data for an air handling unit?

Reliably fault detection in air handling units (AHU), or other building equipment, is a key aspect of correcting faults and eliminating non-optimal functionality. Machine learning classification methods with data resampling are widely applied to detect these kinds of events, which, by their nature, seldom occur in equipment. Some events are relatively rare, such as faults in air handling units or other building equipment. Therefore, for creating models that yield more accurate and precise [8] results can sometimes be achieved by combining resampling methods with other machine learning methods. Publication III compares several resampling methods and develops an oversampling method to mitigate the problem of an imbalanced data set with some missing data.

**Research question 3:** How to involve people in environmental comfort decisions in an office room for smart building energy applications?

Personal opinions and feelings are difficult to evaluate based on predefined median value or physical measurements only. However, a predefined median opinion, or some more refined method is needed to set environmental values, such as room temperature. As modern buildings tend to have similar designs and react alike all over the world, there is ample room to develop machine learning models to make informed decisions about personal environments that could be applicable in many buildings. Publication IV discusses the factors needed to determine the personal thermal comfort for building controls in an office room.

**Research question 4:** What kind of need is there for smart building energy applications and what solutions meet these needs for smart building machine learning application?

The application areas of smart building energy utilization consist of building energy management, smart grid, personalization, and maintenance and security. The old techniques to monitor, analyze and control are succumbing to more flexible, if not to say, more intelligent machine learning techniques. This is already noticeable in cases where new technologies, such as solar panels, are introduced to buildings. Furthermore, the current
energy embargoes have risen the need for allocating the existing resources more minutely. Publication V surveys the current research in this field. It classifies the applications of smart building energy utilization into a novel taxonomy based on the survey results.

Table 1.1 presents the research questions addressed in the respective publications. In this table, capital X refers to the related Research Question (RQ) that is fully addressed and lowercase x is for the partially addressed RQ.

### 1.3 Research methodology

Machine learning is concerned with automatically detecting patterns in data, and then use these disclosed patterns to forecast future data, or performing other kinds of decision making under uncertainty. This dissertation harnesses mostly quantitative but also some qualitative methods for the research on machine learning algorithms. Each of the methods are described in more detail with the respective case-study, as several case-study specific methods were employed.

The initial scope of the work was identified during the literature review and interviews with the field experts of building automation. For each case-study, an initial hypothesis and research questions were formed at this stage. This dissertation systematically employs controlled experiments to compare different machine learning methods on the data [9]. Moreover, a resampling algorithm was developed based on previous theoretical work on resampling algorithms.

For the controlled experiments of this work, data collection was followed by model development and model evaluation. To frame a problem more explicitly, exploratory data analysis including summarization and visualization was adapted. Then a significant part of this dissertation concerns
methods to select, clean and prepare the data for further model development, particularly as in many cases the observations had no labels attached to classify or quantify them. That is, to make these labels available for machine learning purposes, in some case-studies basic physics was applied to the data, in others an application to inquire about personal feelings and qualities was applied. In one case-study, a resampling algorithm was developed for data pre-processing purposes.

To quantify the uncertainty of the models, estimation statistics were used to yield confidence intervals for predictions for some of the models developed.

1.4 Research contribution

This dissertation summarizes the author’s primary contribution in the form of five peer-reviewed publications, as detailed below.

Publication I presents a dynamic state-of-health prognosis model for lithium-ion battery packs. The novel contribution of this publication is that it is one of the first published pieces of research on the state-of-health prognosis on battery-pack level, as we had a unique data set of 31 lithium-ion battery packs from forklifts in commercial operations. Despite data being collected is from electric trucks, the same battery packs have a second life as energy storages in buildings, where the same forecast model can be applied. We proposed an autoregressive integrated modeling average (ARIMA) model to evaluate the state-of-health value to assess the usability of the battery. The results indicate that the developed model provided relevant tools to analyze the data from several batteries. Moreover, we compared it with a machine learning model, bagging with decision tree as the base estimator (BAG). Even though this comparison was very rudimentary its results indicate that the developed supervised learning model using decision trees as base estimator yield reasonable results.

Publication II deepens the work in Publication I. In this publication the authors performs a thorough comparison with seven different machine learning models to yield a model for the health-of-state evaluation. This publication contributes to the literature by introducing a novel gradient boosting model for SoH prediction based on real-world application of lithium-ion battery packs in forklifts and implementation of a novel walk-forward algorithm for validating the models. The results about the final model suggest that we were able to enhance the results both for one battery pack and as a set of these battery packs in respect to the previously developed model. Moreover, we further validated the model for extracting cycle counts presented in our previous
Introduction

work with data from new forklifts; their battery packs completed around 3000 cycles in a 10-year service period, which corresponds to the cycle life of commercial Nickel–Cobalt–Manganese (NMC) cells. Our data was unique, as far as we could confirm, as there are no public databases on battery pack data; therefore, we made ours available at https://github.com/huotarim/huotarim-xgboost-li-ion-batteries.

Publication III presents solution to a challenge that is not entirely dissimilar to challenges in Publications I and II: how to process the raw data so that it can be utilized for more enhanced model development. Publication III contributes to the field of imbalanced classification problems by proposing a novel data undersampling algorithm to enhance the classification model results in the presence of imbalanced and missing data. Then, the paper proposes a model to forecast imperfect heat recovery events in an air handling unit that occur relatively seldom. We had 7-year data from an air handling unit (AHU) that had imbalanced class distribution between the majority class and the minority class. We wanted to develop a predictive model for the minority (target) class that presented the observations classified as non-optimal functionality. Moreover, the minority class was distributed unevenly and, overall, the data contained missing data sequences. Finally, we compared several resampling methods and machine learning methods in this publication to create the proposed classification model.

Publication IV ponders on personal thermal comfort that is a key aspect for enhancing the indoor environment quality and the energy efficiency of buildings. This paper contributes to the field of thermal comfort studies by yielding multi-class estimations for personal thermal preference that rely on the time-dependency of the data. Moreover, this paper compares several combined machine learning methods for extracting the best estimation. The developed model employs variables, such as physical factors, environmental factors, actions of the users and information about the outdoor environment, to make an estimation of personal thermal preference for building controls in an office room. We utilized multiple sensors combined with a simple user survey. The results of the experiment suggest that utilizing measurements from a user survey, a wristlet, office room sensors, and a nearby weather station, predicted the resulting thermal preference class satisfactorily. In the experiment, the model generalized reasonably to different people in the same office room environment and wearing similar clothing.

Publication V presents a systematic review of the literature for smart building energy applications and then creates a novel taxonomy for these. The contributions of this paper are a comprehensive review of the smart
building energy applications and creation of a taxonomy for these solutions containing building energy management, smart grid, personalization, and maintenance and security solutions. This paper puts into a context the applications and solutions developed in Publications I-IV.

1.5 Structure of the dissertation

This dissertation is further structured into five chapters. Chapter 2 describes the key technological foundations that are required to understand this dissertation, particularly the data processing and machine learning computing technologies needed to develop applications for smart building energy utilization. Chapter 3 provides insights into the main research findings presented in Publications I and II. This chapter primarily discusses time series and solutions for firmly time-dependent elements of buildings. It also presents a novel walk-forward algorithm to lessen the computational burden to some extent. Chapter 4 presents a resampling solution to encounter bias in data. Chapter 5 presents a thermal comfort assessment model for building controls in an office room. Chapter 6 summarizes the smart building energy applications that cover the domains of building energy management, smart grid, personalization, and maintenance and security. The research findings listed in this chapter are detailed in mostly in Publication V, but also in Publications I-IV. Finally, this dissertation is concluded in Chapter 7 along with the future research directions.
2. Theoretical background

This chapter describes the technologies material to the problem domain of this dissertation. The technological understanding provides the appropriate tools to build solutions in the area of smart buildings. Therefore, a good understanding of related tools is required to achieve the research objective of this dissertation. This chapter begins by outlining a classification of smart building energy applications from the perspective of collecting and utilizing data. Section 2.1 makes an overview of smart building energy applications. Section 2.2 introduces various data collection and transport techniques related to it. The Section 2.5 discusses the common goal for all of the smart energy applications together with some machine learning model implementation aspects.

2.1 Outline of applications for smart building energy utilization

Smart building energy applications extends from applications dealing with building energy utilization directly to user-comfort, personalization, maintenance and security [10, 11, 12]. In recent years, several machine learning methods have emerged that, together with advances in the sensor and Internet-of-Things (IoT), create a well-founded basis for making smart building energy applications. This section introduces some of the relevant concepts, technologies and building equipment linked to the topic of this dissertation. Figure 2.1 depicts a building listing some equipment and people in the context of this dissertation. They include battery-packs to store energy, an air handling unit, building automation (heating, cooling, ventilation, air handling units), persons living in the house and, finally, the smart building energy applications. In a wider context, they contain renewable energy production, other electric appliances, connections to wider environment (utility grid), and security and maintenance that this dissertation presents later.
2.2 Collecting and transporting the data

2.2.1 Sensors and IoT devices

Several types of sensors, devices, other information systems, as well as people, can be connected to collecting a large amount of real-time data. Some data utilized can be historical or represent a mean theoretical value of a variable. The majority of the data sources are low-cost devices, often integrated into, for example, an air handling unit. The rising number of IoT equipment and low cost of sensors have created a suitable environment for wider utilization of smart building energy applications. This has happened in conjunction with other developments, such as availability of computational power in the cloud, adaptation of heat pumps, and installation of renewable energy equipment in houses and apartments.

2.2.2 Connectivity and data model

There are several connectivity possibilities of the devices, such as WiFi, that is the ubiquitous IEEE 802.11 standard based local area network technology. Depending on the related implementation, other elements of communication and data technologies are needed, such as data transport protocol and some data management technology in field operations. This is a non-trivial domain to consider when building an application, especially with numerous building automation communication protocols in the field today. For instance, a typical interface in the EU is REST API [13] that specifies the data transfer between an appliance and a machine.
learning algorithm. However, it has a response time that may not satisfy requirements for minute energy trading, and much effort is needed by the model developer to access the often proprietary lower level communication layers and interfaces. Experiments in this dissertation, constructed by ourselves, adopt the open communication standards, O-MI and O-DF [14, 15], defined by the Open Group consortium. These standards provide real-time interaction between the sensors in equipment and services used for saving the data, similar to HTML/HTTP protocols for the web, enabling any equipment with an interface to be connected [16, 17].

2.2.3 Data management

The number of buildings with sensors containing equipment is rising. The traditional three dimensional building models and ontologies respond poorly to time temporal aspects of the sensor-collected data from the buildings nowadays. Therefore it is of utmost importance to pay attention to managing a large amount of real-time or nearly real-time data derived from buildings into the smart energy applications.

2.3 Equipment in buildings

Smart energy applications combine mechanical equipment, sometimes even old technology in the solutions. Chemical batteries are an example of ancient technology still in use. Modeling it with machine learning models is in principle easy: a battery is easy to equip with sensors. However, the difficulty lies in the plethora of chemistries and nominal powers of the batteries in the field. The machine learning models tend to have a limited adaptability if one of these parameters change. Nevertheless, batteries are used as energy storage in smart solutions.

A lot of energy consumption is related to heating, ventilation, air conditioning and cooling (HVAC). The realizations in this field are many. A simple ventilation system may control the air flow and quality. This is not an air conditioning system, but is still utilized as an adequate solution in many buildings. Air conditioning system adjusts the temperature indoors on top of ventilation. A big building may have one or few HVAC equipment and some air handling units (AHU) in rooms. In cool climates, this enables to circulate the warm indoor air while taking some fresh air from outdoors to keep the air quality satisfactorily in each room. The fresh air may be dried, impurities filtered out, and the temperature is adjusted.

In traditional houses, there is typically a ventilation system. Recently, however, more and more heat pumps are being installed, as have even more advanced HVAC systems. The terminology is getting fuzzy, as "air conditioning" can mean different things to different people. Hence, the type
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of equipment, functionality of the equipment, and terminology utilized (ventilation, AHU, HVAC) needs to be clear when developing a model even for experiments not to mention the field conditions. This affects machine learning modeling significantly. In turn, it is important to set the expectation level correctly when a machine learning model is created. What is the expected application field? How tight a similarity for the environment is required, or can be expected for that matter? And finally, does the model need to be applicable in the field operations?

2.4 Digital twins

We utilize the digital twins architectural information system model for implementing smart building energy applications for built environment for applicable parts [18]. The technological challenge for developing smart building energy applications, for, for example, product life-cycle management, is the high number and variety of information systems that need to communicate over organizational limits and over time. We extend the findings on this subject of the paper [19], for example, by making a case-study on lithium-battery degradation over time.

2.5 Utilizing the data

The United Nations (UN) launched sustainable development goals in 2015 that include goals for sustainable energy [4]. Local adaptations, such as Fit for 55 in the European Union suggest a more detailed regulation to save energy and to utilize a wider range of renewable energy sources [20]. The adaptation of the regulation require practical smart building energy applications to meet targets set by regulation. In addition, a clear correlation exists between household energy consumption and user behavior, personal comfort and finances being the outstanding factors for behavior [21]. This dissertation adopts several techniques to meet this overall goal of flexible and sustainable utilization of energy. However, the solutions to meet this goal are heterogeneous and, at the same time, various technology domains can contribute to implement these solutions as the presented case-studies and the survey illustrate.
3. Articles I–II: time series analysis and regression for state-of-health prediction

This chapter sets to resolve application challenges introduced in Chapter 1 that are related to equipment state-of-health. The challenges of the imperfect data recordings and the overall need for this application are included in the reflections of this chapter. The state-of-health challenges are a part of the first research question (RQ1) identified in Publications I and II. The imperfect data challenge is part of the second and fourth research questions (RQ2, RQ4) identified in Publications III and V.

3.1 Background

Smart building energy applications are required to ensure the safety of their use. In case of battery equipment this is imperative as the battery may self-ignite as it wears out. The goal of this chapter is to investigate an appropriate algorithm to evaluate the state-of-health with enough future time-horizon to improve the safety in terms of evaluating the time to replace the battery used as an energy storage by a solution. Overall, the time-series and uncertainty estimation of the proposed model is also investigated in this chapter.

3.2 Related work

Utilizing energy storage systems has been investigated in literature, and can be classified according to the energy stored: electric, thermal, or kinetic. Within smart building energy applications the energy storage is practically expected to serve two purposes: the integration of renewable sources and the storage of energy for utilization. The optimal time to utilize energy is not necessarily the time when it is produced [22]. Batteries are promoted to be used as the storage, as they are easily available and the vehicle industry promotes a second-life use for them [23]. The lithium-ion battery packs in storage systems can benefit from the added reliability and safety assurance
by a fast, yet accurate, state-of-health (SoH) prediction. Traditionally, SoH forecasting has relied on equivalent-circuit models; however, more recently statistical and machine-learning techniques have been proposed, including ARIMA based statistical methods and several machine learning methods, such as gradient boosting (GB) [24]. The studies indicate that models can satisfactorily predict the SoH. Nevertheless, it is also known that the relationship between the observed signals and the SoH is complex under real conditions, and the complexity is increased as many cells need to be combined in series and in parallel to build up battery packs that are then used as energy storages [25]. To overcome the problems, in contrast to several recent studies that model a battery pack based on unit cells, we employed a battery data set from lithium-ion battery packs that are used in electric forklifts.

### 3.3 Case-study methods

In the field of machine learning, gradient boosting pertains gradient-based optimization of models composed of consecutive transformations [26, 27]. Gradient boosting has turned out to be considerably successful in areas such as robotics [28, 29], risk assessment [30, 31], and end-of-life estimation [32, 33]. In part, the success of gradient boosting is due to the insertion of freedom into the model design, for example, freedom to the choice of the most appropriate optimization function. However, this also introduces a lot of trial and error to extract that most appropriate function. This does not cause a major problem, as the gradient boosting models are relatively simple to implement.

In the following, I will briefly present the basics of the gradient boosting regression, the model training with walk-forward and empirical mode decomposition, which are an important part of Paper II. I will conclude by introducing ARIMA statistical method that is an important part of Paper I, and provides a traditionally used base-line for the later developed machine learning models.

Gradient boosting regressors are additive models that need inputs \( x_i \), targets \( y_i \) and estimators \( h_m \) that best fit these data, so that a prediction \( \hat{y}_i \) can be made as:

\[
\hat{y}_i = F_M(x_i) = \sum_{m=1}^{M} h_m(x_i) \quad (3.1)
\]

The gradient boosting models are built by fitting a new tree:

\[
F_m(x) = F_{m-1}(x) + h_m(x), \quad (3.2)
\]

The tree is fitted so that the losses are minimized given the previous ensemble of trees:
\[ F_m(x) = \arg \min_h L_m = \arg \min_h \sum_{i=1}^{n} l(y_i, F_{m-1}(x_i) + h(x_i)), \quad (3.3) \]

where \( l \) is a loss function that can be approximated as:

\[ l(y_i, F_{m-1}(x_i) + h(x_i)) \approx l(y_i, F_{m-1}(x_i)) + h(x_i) \left( \frac{\partial l(y_i, F(x_i))}{\partial F(x_i)} \right)_{F=F_{m-1}}. \quad (3.4) \]

As the loss is differentiable for any given \( F_{m-1}(x_i) \), this can be denoted as:

\[ h_m = \arg \min_h L_m = \arg \min_h \sum_{i=1}^{n} h(x_i) g_i. \quad (3.5) \]

At each iteration the estimator \( h(x_i) \) is fitted to predict a value that is targeted to be proportional to the negative gradient \( -g_i \) of the samples, which minimizes the equation (3.5). A widely used loss function is mean absolute error (MAE) [34] over the samples.

In this case-study we re-framed the multivariate time series as a supervised learning problem to define the number of past time steps used for making a forecast and to define the number of prediction timesteps for the prediction horizon [35]. In the model tuning phase, we split this re-framed data to training data and test data. The walk-forward we implemented for this case-study can proceed one-step-ahead or multi-step-ahead at each iteration round, and can either utilize all historical data (called expanding window approach) or drop the oldest data (called sliding window approach). The algorithm implemented is Algorithm 1.

As this algorithm utilizes the sliding window method, the successive training sets are not super-sets of those coming before them, and this yields models that have more variation; however, at the same time, some of the training data is lost. In addition, by producing results with different sets, the algorithm can yield point-wise confidence intervals (CI) that quantify the uncertainty for the predictions [36].

\[ \hat{SE}_{SoH}(\hat{\mu}_t(n)) = \frac{\hat{\sigma}_t(n)}{\sqrt{n}} \quad (3.6) \]

where \( n \) are the predictions made by the novel Algorithm 1.

To evaluate the rate of deterioration of a battery pack, the empirical mode decomposition is a mathematical time domain decomposition method, which can convert a group of time series into locally narrow band components, the intrinsic mode functions [37]. This method is applied to, e.g., asserting power quality [38], or predicting remaining useful lifetime of lithium-ion batteries [24]. In addition, the decomposed function can be transformed, and an instantaneous phase can be derived from it. In turn, an instantaneous frequency can be obtained through the derivative of the
Algorithm 1 Walk-forward: sample predictions with point-wise confidence intervals

1: inputs:
2: \( \text{Obs} \): time series’ observations that are re-framed as supervised learning problem (re-framed to windows)
3: \( n_S \): sample of windows utilized for testing
4: \( n_{roll} \): number of windows stepped over in a window roll
5: local variables:
6: \( Te \): a sample of time series’ windows
7: \( Tr \): time series’ windows preceding \( Te \)
8: \( RTe \): a rolled sample of time series’ windows
9: \( W_p \): consequent predictors utilized for making predictions
10: outputs:
11: \( \hat{\text{SoH}} \): SoH predictions for the sample
12: \( CI \): point-wise confidence interval for these SoH predictions
13: \( W_t \): consequent targets (ground truth)
14: require:
15: |\( \text{Obs} \)| > 1
16: \( n_S > 0 \)
17: \( Tr, Te \leftarrow \text{split } \text{Obs} \text{ to train and test sets according to } n_S \)
18: \( RTe \leftarrow [ ] \)
19: for \( R \leftarrow 0 \) to \( |Te| \text{ mod } n_{roll} \) do
20: \( RTe \leftarrow \text{append window } (Te[R]) \)
21: end for
22: \( \hat{\text{SoH}}, CI \leftarrow [ ], [ ] \)
23: for \( T \leftarrow 0 \) to \( |RTe| \) do
24: \( W_p, W_t \leftarrow RTe[T] \) separate predictors and targets for this iteration step
25: \( \hat{\text{SoH}} \leftarrow \text{fit the model with } Tr \text{ and predict with } W_p \)
26: \( CI \leftarrow \text{append } \pm 1.96 \times \text{SE} (\hat{\text{SoH}}) \)
27: \( Tr \leftarrow \text{append windows from } Te \text{ until and including window } RTe[T] \)
28: if sliding window then
29: \( Tr \leftarrow \text{delete } |n_{roll}| \text{ windows from head of } Tr \)
30: end if
31: end for
32: return \( \hat{\text{SoH}}, W_t, CI \)

instantaneous phase. This latter one is a visually easily explainable and powerful tool to detect changes in frequency of the observed phenomenon.

Finally, in the field of time series analysis methods, ARIMA, or autoregressive (AR), integrated (I), modeling average (MA) is utilized to learn the suitable ARIMA model from the input time series \( Y \) to the estimator \( \hat{Y} \) for create a forecast model. This is a baseline model, to which other machine learning models are often compared. If the time series’ statistical properties (e.g. the variance) are not constant over time, the time series is transformed to a stationary one. A simple data transformation is differencing; however, here it must be emphasized that the applicable data transformation method is data-depended. Differencing is made as follows:

\[
y_t = Y_t - Y_{t-1}, \tag{3.7}
\]

where \( y \) denotes the differenced time series made stationary. From this, the stationary estimator values, \( \hat{y}_t \), are calculated by as follows:

\[
\hat{y}_t = \mu + \phi_1 y_{t-1} + \ldots + \phi_p y_{t-p} + \theta_1 e_{t-1} + \ldots + \theta_q e_{t-q}, \tag{3.8}
\]

where \( \mu \) is constant, \( \phi_1 y_{t-1}; i \in 1, \ldots, p \) is a lagged value of time series (AR-terms) that is stationary, and \( \theta_1 e_{t-1}; i \in 1, \ldots, p \) a lagged error (MA-terms). The forecast is yielded by differencing in reverse manner:

\[
\hat{Y}_t = \hat{y}_t - Y_{t-1}. \tag{3.9}
\]
The denotation of the yielded model is $ARIMA(p, d, q)$, where $p$ is AR-term, $d$ is number of differencing done and $q$ is the MA-term. We utilized a root mean squared error (RMSE) as the evaluation metrics for the model development [39].

### 3.4 Case-study implementation

To evaluate the walk-forward algorithm, we verified it against public dataset: the household power consumption data set [40]; this data was aggregated to monthly values. The model that was used to predict the monthly power consumption was a simple extreme gradient boosting (XGB) [41], where the number of estimators was 50, maximum depth was 2. For the verification, the number of observation windows used for walk-forward was 30, the size of the sliding window was 7 and the number of rolled over windows was 4.

To evaluate the models against the unique lithium-ion battery pack data employed, we executed a basic comparison of several machine learning models with walk-forward method utilizing both of expanding and sliding window approaches to find the best model in terms of MAE metrics. In this paper, we added upper and lower confidence intervals (CI) to each of the point-wise predictions for the final model selected, the gradient boosting, (Figure 3.2).

To evaluate how well the model generalized to other battery pack, we executed a Wilcoxon statistical test to verify, which batteries come from the same distribution, as this is a widely employed verification method to initially screen whether the model is applicable for a piece of data [42].

To evaluate the possible change rate of the deterioration of the battery mechanical quality, instantaneous frequency was obtained for the derived state-of-health signal. This latter one is a visually easily explainable and powerful tool to detect changes in frequency of the observed phenomenon as normally the instantaneous frequency tends to follow a straight line calculated from mean values of these instantaneous frequencies in case a constant frequency is observed for a phenomenon.

Finally, the ARIMA provided a solid and well-utilized baseline for our time-series modeling and for further machine learning model development. We assumed that SoH linearly decreases based on an initial data analysis.

### 3.5 Discussion of walk-forward algorithm and state-of-health case-study

The model for verifying the walk-forward algorithm proposed was predicting the household power consumption from a public database. The
Algorithm 1 yielded the root mean square of error (RMSE) 0.08, which exceed the naive model’s RMSE of 0.11 [39]. The yielded prediction results with the corresponding point-wise confidence intervals (CI) are in Figure 3.1. The CI does not fluctuate significantly nor show a clear trend; the model seems to be stabile [36].

![Figure 3.1](image1.png)

**Figure 3.1.** The graph of the household power consumption predictions with the extreme gradient boosting model and the corresponding point-wise confidence intervals. Notice that the confidence interval varies due to, e.g., the used aggregation method, the rolling window size and the underlying model’s stability.

The best model for the battery state-of-health predictions was gradient boosting with sample size 30, window size 14, and expanding window one-step at time. The results are illustrated in Figure 3.2.

![Figure 3.2](image2.png)

**Figure 3.2.** State-of-health values for a battery during three-month-period with confidence intervals produced by gradient boosting and walk-forward repetitions. The blue line is the predicted and the orange is the observed SoH. The shadowed area indicated point-wise 95% confidence interval for predictions.

To apply the model for a set of battery packs, the hypothesis (H0) was set as follows: the sample distributions from different batteries were related to the battery (a). Wilcoxon yielded that 65% of the batteries had the same distribution as battery (a) utilized to develop the model (failed to reject H0), and consequently 35% had different distribution (rejected H0). The model applied to the batteries coming form the same distribution yielded
reasonable results.

![Predicted vs. actual SoH](image)

**Figure 3.3.** Battery (b–f) GB predicted SoH values. The blue line is the predicted and the orange is the observed SoH. The shadowed area is +/- two standard deviations.

Other results on sliding window versus expanding window on the same data indicate that the expanding window method yields, in majority of the cases, slightly better MAE and RMSE values for this data set than the sliding window method. This is in accordance with the general findings in industry in data with relatively few samples [43]. Furthermore, the same results indicate that a window roll that is up to 23-28% of the utilized window size is applicable to this data set for yielding reliable results.

To detect the changes in the battery pack behavior that can affect the model, one important result of this paper is that the analytic signal derived from the decomposed SoH provides means to detect changes i.e., it provides means to analyze if the SoH starts to deteriorate or to change less frequently or more frequently than before. This information may indicate a need to revamp the model. This conclusion required discussions with mechanical engineers who pointed out that the deterioration of a lithium-ion battery tends to accelerate in the very end-of-lifetime, something which our model was not able to learn with only the few first years of data collected from batteries for model development. There was no significant change in the deterioration rate during the observation period, although some interesting temporary changes were detected, probably due to turning off sensory equipment of the battery. It is for future work to implement an integration of this instantaneous frequency with automatic analysis functionality into the machine learning model.

To make a baseline model, we utilized ARIMA method to create one. Having the assumption of downward trend in mind, we derived a model ARIMA(0,1,1) that yielded the RMSE for SoH of 2.95. The ARIMA(0,1,1) was an exponential smoothing; and the results reasonable; however, the
RMSE is relatively big as it averages the results considerably. Therefore, it is fit for the purpose of overall detection of a SoH degradation trend, but not to predict minute SoH values. See Figure 3.4.

**Figure 3.4.** All SoH values together with ARIMA (0,1,1) predicted SoH values.
4. Article III: event detection in imbalanced data

This chapter sets to resolve application challenges introduced in Chapter 1 that are related to imbalanced data and the imperfect data recordings. The imbalanced and imperfect data challenges are a part of the second research question (RQ2) identified foremost in Publication III.

4.1 Background

More data is available from buildings than ever. This is a prerequisite to creating smart building energy applications; however, at the same time, a drawback with lots of this data is that it often imbalanced, incomplete, and even unlabeled sometimes. An example of imbalanced data is classification data with skewed class proportions. That is, an imbalanced classification data set consists of classes with the majority proportion of data (called the majority classes) and the minority proportion (called the minority classes). Changing the composition of the training data set for an imbalanced classification task addresses the problem of imbalanced data. For this aim, resampling methods are utilized to change the composition where pieces of data are deleted from the transformed data, pieces of data are copied and supplemented to the transformed data, or both of these two methods are combined. Undersampling refers to a group of heuristic techniques balancing the class distribution by deleting majority class examples from data set that has a skewed class distribution in a defined manner. In turn, an example of incomplete data is a time series that lacks periods of data in the data set. This may or may not change the class distribution; therefore, it may affect the results of resampling and classification. This case-study proposes a novel data undersampling algorithm to be utilized together with other resampling algorithm to pre-process the data. The algorithm was verified with a classification task in the presence of imbalanced and missing data.
4.2 Case-study methods

In our case-study, both TomekLinks undersampling and an undersampling algorithm proposed are used in a combination with a Logistic Regression to make binary classification of the data.

TomekLinks undersampling detects relationship between samples \[44\]. A relationship, so called Tomek’s link, between a sample \(x\) of a class and a sample \(y\) of another class is defined such that for any sample \(z\):

\[
d(x, y) < d(x, z) \text{ and } d(x, y) < d(y, z)
\]  

(4.1)

where \(d(.)\) is the distance between the two samples so that there is a Tomek’s link between the two samples if they are the nearest neighbors of each other. After identification of the link, a sample belonging to the majority class can be remove, that is, the majority class is undersampled to have more balance ratio between the majority and minority classes. The undersampled data is then utilized by a classification method, such as Logistic Regression that is presented in brief below.

For an individual observation \(y_i \in \{0, 1\}\) related to covariates \(x_i \in \mathbb{R}^p\), we assume that \(Y_i \sim \text{Bernoulli} \in \{0, 1\}\). The parameter \(\pi_i\) is derived as follows:

\[
\pi_i = \sigma(x_i) = \frac{1}{1+exp(-\phi(x_i))},
\]  

(4.2)

where \(\phi(x_i)\) is the predictor function \(w^T X - i; w \in \mathbb{R}^p\). The values of the parameter \(w\) can be estimated by minimizing the negative log likelihood of the chosen Bernoulli data model.

\[
\text{loss} = -\sum_{i=1}^{n} y_i[\log(\sigma(x_i)) + (1 - y_i)\log(1 - \sigma(x_i))],
\]  

(4.3)

To classify events reliably, we formulated a hypothesis that the classification result may be improved by pre-processing the data utilizing the temporal characteristics of the observations. To this end, we now present an algorithm (Algorithm 1) to undersample the majority class data in proximity of the minority class data as an extension to the strategy proposed in \[45\]. To ensure the randomness to to avoid overfitting, the algorithm is applied only to the data used for learning the classification model; moreover, the data is repeatedly and randomly split before it is used by the learning algorithm. More specifically, all data is split randomly \(n_i\)-fold so that the resulting train and validation sets contain 50% of the one-year worth of data; this is used as the means for stratifying true events to both train and validation sets, albeit in crude yearly granularity. For each fold, the number of \(n_u\) events preceding a true event is scrutinized and false events, that are the majority class in this case, are deleted from these \(n_u\) events. That is, the algorithm undersamples the majority class samples prior to a minority class sample in the time series manner so that the maximum
number of $n_u$ prior false events are deleted. For each fold, $n_i$, the algorithm returns the undersampled validation set $UTr$ for cross-validation purposes (Algorithm 2). In the model proposed, to the Logistic Regression classification. The finally developed model was verified with a test set (unseen data for model).

**Algorithm 2** Undersample timewindows with Boolean masks for cross-validation purposes

<table>
<thead>
<tr>
<th>Input: $(Awin, n_u)$</th>
<th>Output: Undersampled($UTr$) and GroundTruth($Te$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $Tr, Te \leftarrow \text{Split}(Awin)$</td>
<td></td>
</tr>
<tr>
<td>2: $m_1, ..., m_{nu} \leftarrow [[], ..., []], m \in {\text{True, False}}$</td>
<td></td>
</tr>
<tr>
<td>3: $m_1 \leftarrow \text{GetTarget}(Tr[1], ..., Tr[</td>
<td>Tr</td>
</tr>
<tr>
<td>4: $m_2, ..., m_{nu} \leftarrow \text{False}$</td>
<td></td>
</tr>
<tr>
<td>5: for $U \leftarrow n_u + 1$ to $</td>
<td>Tr - n_u</td>
</tr>
<tr>
<td>6: if $m_1[U] == \text{True}$ then</td>
<td></td>
</tr>
<tr>
<td>7: $m_2[U - 1], ..., m_{nu}[U - n_u] \leftarrow \text{True}$</td>
<td></td>
</tr>
<tr>
<td>8: end if</td>
<td></td>
</tr>
<tr>
<td>9: end for</td>
<td></td>
</tr>
<tr>
<td>10: $m_1 \leftarrow (m_1)^c$</td>
<td></td>
</tr>
<tr>
<td>11: $m_2, ..., m_{nu} \leftarrow m_1$ and $m_2, ..., m_1$ and $m_{nu}$</td>
<td></td>
</tr>
<tr>
<td>12: $UTr \leftarrow Tr \setminus Tr[m_2 or ... or m_{nu}]$</td>
<td></td>
</tr>
<tr>
<td>13: return $UTr, Te$</td>
<td></td>
</tr>
<tr>
<td>14: $\rightarrow \text{CrossValidate}(UTr, Te)$</td>
<td></td>
</tr>
</tbody>
</table>

To define a metrics for compare the the model results, we use a F0.5-measure. Generically, the cost associated with an inaccurate prediction depends on the number of false positives according to the cost function for optimal prediction:

$$\sum_j P(j|x)\text{Cost}(i, j, x)$$

(4.4)

where prediction $x$ is associated with function $\text{Cost}(i, j, x)$, which defines the cost of predicting class $i$ for $x$ when the true class is $j$. The goal of equation (4.4) is to determine how to minimize the expected cost; the cost function that we utilized was the F0.5-measure that puts more weight on precision than recall. Precision and recall are expressed in scale of 0-1, 1 being the best score.

### 4.3 Case-study implementation

To evaluate the model comprising of TomekLinks and Algorithm 2 and Logistic Regression, we executed a basic comparison of several oversampling, undersampling and machine learning models to find the best model in terms of F0.5-metrics.

The events that we were trying to classify were imbalanced (5.3% of data were labeled as positive events), and distributed unevenly in the time-series (Figure 4.1).
4.4 Discussion of undersampling algorithm and event detection case-study

To verify the best selected model Logistic Regression with TomekLinks and Algorithm 2, this final model was verified with the unseen data yielding F0.5 measure of 0.648 (0.019), the precision of 0.93 and the recall of 0.55. The selected metrics emphasizes the ratio of true positives vs. false positives. Therefore, the final model fulfilled the set goal: we aimed at a high precision, while a low accuracy was acceptable. These results are satisfactory taking into account the three major factors in the model development as follows: the data was imbalanced (containing < 5.3% target events), the data distribution was imbalanced both within a year (approximately March-October in Fig. 4.1) and year-on-year. Lastly, the equipment was turned off during periods that overlapped with the target events; moreover, the missing data contains 8.3 % of data. This reflects the importance of systematic collection of data, and labeling the data.

The data collected warrants optimization of heat recovery functionality as the faults or imperfect heat recovery periods, lasted 6% of the seven-year data, sometimes lasting for several days. Sometimes this caused discomfort to the building users that we found out in the related discussions. The proposed model gives us a tool to initiate more analysis with the help of classifying events, which enables labeling of observations with more detailed classification, such as in [46]. Consequently, our model can be a building block for a new model with more precision and accuracy to forecast several types of events, for instance, to correct errors.
5. Article IV: thermal preference classification

This chapter sets to resolve application challenges introduced in Chapter 1 that are related to imbalanced data and the human-in-the-loop for smart building applications. The direct involvement of people in the thermal adjustments for a room is a challenge that is a part of the third research question (RQ3) identified foremost in Publication IV.

5.1 Background

Thermal comfort is a key aspect for enhancing the indoor environment quality and the energy efficiency of buildings. In modern office buildings today, the temperature of office rooms is typically set to a value and kept there with building automation even though number of people changes during a day. For example, the value 21.5 °C is widely utilized in the Nordic countries. However, building automation can also control different parts of a building in different manner if it is built in flexible manner, for example, with individual coolers in each office room.

There are two main methods for advanced building controls to assess thermal comfort indoors: the thermal balance method and the adaptive method. The object of the thermal balance method is to keep body temperature in balance in the indoor environment; this method takes into account factors such as air temperature, relative humidity, air velocity and air radiant temperature, metabolic activity and clothing. This method, overall, represents the human as a passive actor who absorbs the effects of an environment. In contrast to this, the adaptive method represents, overall, the human as an adaptive actor. In this latter method, factors such as human age, gender, pathologies, current activity and outdoor temperature can be taken into account.

The thermal comfort is typically indicated with a number derived from user-studies. This number presents a mean of the opinions with given environmental factors. However, applying this thermal assessment into building controls remains a challenge. Furthermore, personalizing the
assessment model is another notable challenge. The aim of this paper is to yield few multi-class estimate of the personal thermal preferences utilizing sensors in the building, on person, and also ask about the comfort directly with a simple question. The proposed model extends the present thermal comfort assessment methods by yielding multi-class estimations. This multi-class estimate could be utilized to enhance the advanced building controls to better match the temperature values in a building to the preferences of its present occupants.

5.2 Related work

A literature review on the subject indicated that recent papers model the thermal comfort with machine learning methods based on the balance method [47, 48]. In contrast to the material reviewed, this paper expands the findings of the previous research on adaptive methods in both comparing more methods and in relying more on the time-dependency of the data [49, 50]. Finally, we wanted to develop a model that generalizes reasonably to a set of people in a given environment, contrary to developing individual models as, e.g., is the case in paper [51].

5.3 Case-study methods

In order to retrieve the sensor data from this AHU, we employed a local open messaging interface (O-MI) node to collect the data and utilized the open data format (O-DF) protocol to transfer the data over the network as the building equipment is not connected to the open internet [14, 15].

To make multi-class classification, we selected one-versus-all strategy for multi-class classification with random forest as the base classifier [35]. In one-versus-all strategy a sample was classified to belong to one of the three classes defined (prefers cooler, no change, prefers warmer). Then, according to the selected one-versus-all strategy, multiple binary classification models were fitted for each class vs. all other classes to find the best model utilizing the base classifier.

5.4 Case-study implementation

To develop a personalized model, the aim of this paper is to yield an estimate of personal thermal preference utilizing sensors in the building, on person and also to ask about the comfort directly with a simple question. This assessment can be utilized with advanced building controls including this kind of model.
Ten subjects (4 females, 6 males) living in the metropolitan Helsinki area, Finland, were recruited through personal contacts. All subjects were working or studying in the Helsinki area. Table 5.1 describes the data on the subjects during the experiment period. The experiment was repeated six times in different temperatures and on different activity levels (resting, exercise) as a proxy for entering the room for work. Due to Covid-19 restrictions we were unable to expand the number of people involved.

Table 5.1. Summary of the experiment subjects for evaluation of personal thermal comfort in an office room.

<table>
<thead>
<tr>
<th>ID</th>
<th>sex</th>
<th>age decile</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>M</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>W</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>M</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>W</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>M</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>M</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>W</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>W</td>
<td>2</td>
</tr>
</tbody>
</table>

To collect physiological data on subjects, we utilized a wearable wristlet device (Empatica E4).

The experiment was conducted at Aalto University premises (Espoo, Finland) in an office room. To measure the temperature, humidity, and CO₂ levels of the room, we utilized the sensors of the integrated air handling unit (AHU, manufactured by Swegon AB), which was located 2 m above the table where experiment was conducted (Figure 1).

Figure 5.1. The overall architecture of the comfort model case-study.

5.5 Case-study discussion

The models one-versus-the-rest combined with Random Forests yielded promising results to estimate the personal thermal preference classes.
The models generalized well to the test data as the yielded F1-measure (micro) 0.80–0.83 indicates that the models perform satisfactorily on new data (new subjects). The data for these models was collected at specific points of time (at around 20 minutes and after standardized exercise). We noted that it is debatable how well the experiment duration, the varied temperature range and the defined exercise regime during experiment managed to capture thermal preference during a working day in an office. One of the conclusions was that the result of model classification depends largely on the quality and quantity of features, not the performance of the model itself.

Despite the caveats mentioned, we feel that the yielded thermal preference model gives a tool to extract personal thermal comfort for building controls. Furthermore, it can be easily turned into recommendations for the building users, and into aids to adjust the building temperature settings of different rooms, for instance.
6. Article V: applications for smart building energy utilization

This chapter focuses on resolving important application challenges introduced in Chapter 1: what are the elements needed for the smart building energy applications? This is a part of the fourth research question (RQ4) examined in Publication V. Furthermore, this also combines the works in Publications I-IV to create context for the smart building energy utilization.

Recently, the industry has drawn attention to the Smart Grid applications, but deployment of many other application areas have been laggards. Moreover, the relationship between the different domains are sometimes overlapping but sometimes far apart. A systematic approach to classify these applications also helps to understand these relationships. This helps the integration of disparate models that is essential to fully exploit the models in buildings.

6.1 Background

Overall, households and transport account for over 60% of energy consumption in Europe and North America; this share is 40% and rising in Asia [52]. Furthermore, 40–50% of this energy is directed to HVAC in Northern Europe and the USA [2, 53]. To promote efficient energy consumption, there is a need to develop and apply machine learning (ML) applications coupled with systematic data.

The absence of applicable data for buildings and people is perhaps the primary problem when attempting to create a solution. However, to form a common ground and to improve the research preconditions, some preliminary efforts exist to provide more open data. These include, for instance, the ASHRAE Global Thermal Comfort Database [54] on personal behavior and comfort data, and the Building Data Genome Project [55] on building data.

To address these challenges, a primary solution is to deploy applications and, simultaneously, ensure that the heterogeneous data is adequately
acquired and processed to fit the needs of applications. Many smart energy applications for buildings necessitate a data collection and processing in a way required by the methods. The examples include imputing missing observations to complete a data series, or the data transformations required to achieve the results desired from the algorithms utilized. At times, more sensors and ways to interact with the people and environment are needed. To these ends, the solutions for buildings should provide the following characteristics: (i) a systematic approach to identify the need and related requirements for an application (ii) the fulfillment of these often parallel needs for building energy management, smart grid, personalization, and maintenance and security; and (iii) the capability to processing data adequately.

6.2 Related work

According to the most cited journal papers during the years 2009-2021, energy-efficiency, user-comfort, and maintenance and security applications comprise the smart building energy applications. An overview of the related surveys on the topic is in Table 6.1, which is arranged according to a reference number, publications year, requirement class, short description, main challenges, and methodology for the utilized taxonomy. According to the short description column, the surveys constitute various application areas. Hence, also the problems faced are heterogeneous, albeit in the taxonomy proposed.

The table is arranged according to the survey citation number, the publication year, key search phrases, the application domain, issues and challenges, and the classification proposed.

<table>
<thead>
<tr>
<th>No.</th>
<th>Yr.</th>
<th>Key phrase(s)</th>
<th>Application domain</th>
<th>Issues, challenges</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>[56]</td>
<td>2009</td>
<td>efficiency; comfort</td>
<td>building energy management</td>
<td>11 issues related to building and ML</td>
<td>classification to 17 control methods</td>
</tr>
<tr>
<td>[57]</td>
<td>2014</td>
<td>efficiency; comfort</td>
<td>building energy management</td>
<td>energy unaware activities</td>
<td>5-class control system classification</td>
</tr>
<tr>
<td>[3]</td>
<td>2015</td>
<td>efficiency; comfort</td>
<td>building energy management</td>
<td>six issues of model development</td>
<td>histogram of home appliances vs. surveys</td>
</tr>
<tr>
<td>[58]</td>
<td>2015</td>
<td>efficiency</td>
<td>microgrids</td>
<td>eight issues of microgrids</td>
<td>8-class issue based classification</td>
</tr>
<tr>
<td>[59]</td>
<td>2015</td>
<td>comfort</td>
<td>building energy management</td>
<td>scheduling charging of electric vehicles</td>
<td>flowchart of EV scheduling</td>
</tr>
<tr>
<td>[60]</td>
<td>2015</td>
<td>efficiency</td>
<td>microgrids</td>
<td>energy storage techniques vs. costs</td>
<td>two flowcharts for energy storages; several cost histograms</td>
</tr>
<tr>
<td>[61]</td>
<td>2016</td>
<td>efficiency</td>
<td>microgrids</td>
<td>energy sharing, management</td>
<td>classification</td>
</tr>
<tr>
<td>[62]</td>
<td>2016</td>
<td>efficiency</td>
<td>smart grid</td>
<td>12 technical and economical issues</td>
<td>comparison of grid types; classification of grid domains (users, electricity generation, etc.)</td>
</tr>
<tr>
<td>[63]</td>
<td>2017</td>
<td>efficiency; comfort</td>
<td>building IoT</td>
<td>7-leaf daisy chart on issues</td>
<td>4-layer taxonomy (applications and frameworks)</td>
</tr>
<tr>
<td>[64]</td>
<td>2017</td>
<td>efficiency</td>
<td>building energy management</td>
<td>data collection from buildings</td>
<td>classification to nine forecast methods</td>
</tr>
<tr>
<td>[65]</td>
<td>2017</td>
<td>efficiency</td>
<td>microgrids</td>
<td>more implementations needed</td>
<td>categorizing renewable energy with utilized ML methods</td>
</tr>
</tbody>
</table>
According to the application domain column, the surveys constitute various application areas. We retrieved surveys related to smart grid, several types of building energy control and management systems, personalization, and maintenance and security. Moreover, the issues and challenges column indicated that problems faced are heterogeneous. In the following, the application domain areas are discussed in more detail before a novel taxonomy is proposed.

### 6.3 Taxonomy for smart building energy utilization

As a summary, these and other solutions in the reviewed papers utilize several approaches to formulating the taxonomy, for instance, based on a framework for workflow. Some surveys concentrate on a type of machine learning, such as, neural networks [79], or on an application area, for
instance energy efficiency, such as [89]. Moreover, [84] presents operation, control and retrofit; however, it does not include the human-in-the-loop as such in its taxonomy. In contrast, for example, [90] presents solutions that incorporate occupants of the buildings in sensory and control frameworks. To encounter these challenges, we proposed a classification for the smart building energy utilization in Paper V. The classification has four main categories: building energy management, smart grid, personalization, and maintenance and security. For the complete taxonomy, see Fig. 6.1.

![Taxonomy of applications for smart building energy utilization.](image)

**Figure 6.1.** Taxonomy of applications for smart building energy utilization.

The solution proposed for state-of-health for lithium-ion batteries in Publications I-II belong to the category of maintenance. The imbalanced data processing in Publication III belongs primarily to all of the application categories through the ubiquitous basis category of endogenous data from the environment. The personal thermal comfort application in Publication IV belongs to category of thermal comfort. It is also an example of an application belonging to the maintenance category.

The taxonomy proposed helps to understand the relationships between the applications. This is a tool to plan and integrate of disparate models that is essential to exploit the models fully in buildings. It also presents how many different components are needed to build an application, or in general, an environment for the applications.
7. Conclusions

The basis for present day energy systems in most countries is simple scheme, where energy resources are converged to meet the demand. Moreover, increased demand is met with increased utilization of resources [91]. Recent applications provide sustainable energy solutions for the energy utilization of buildings to a growing extent. These applications enable the utilization of renewable energy sources, energy storages and national or local energy systems in an energy-efficient and flexible manner in contrast to the traditional systems. They also satisfy the needs for comfort, maintenance and security that form an integral part of the solutions. This dissertation addresses the issue of smart building energy utilization from two major aspects: creation of a taxonomy and selected case-studies of applications. In this context, several solutions, and two algorithmic approaches are proposed based on the heterogeneous data available.

First, we examine how to estimate the aging of the equipment and the uncertainty related the estimations for an implementation of smart building energy application. In the Publications I and II we investigated how to ensure safety of some smart building applications (RQ1). In the case of battery equipment this is imperative as the battery may self-ignite as it wears out. We looked at one battery and generalized the results successfully to several batteries. Furthermore, we proposed a walk-forward algorithm that can flexibly use the data one time-step at a time, or in batches of several time-steps to forecast and evaluate the forecast. Not limited to lithium-ion battery state-of-life, this method is applicable to other same kind of regression problems.

Second, we investigate how to build a model in case of imbalanced data with missing observations (RQ2). To enhance undersampling of this kind of data, we proposed a novel data undersampling algorithm. We utilized this data with classification models to compare and verify the results. The combined model utilizing undersampling algorithms and machine learning classification developed in Publication III yielded satisfactory results despite the data imbalance, uneven distribution and missing data. We successfully met the goal of creating model that predicted events with
a high precision.

Third, we address the need to involve people in environmental comfort decisions directly (RQ3). To personalize the thermal adjustments in buildings, we proposed a model to estimate personal thermal preference utilizing sensors in the building as well as on person and also ask about the comfort directly with a simple question in Publication IV. We were able to create a model that satisfactorily forecast a personal thermal comfort class. The results can be easily turned into recommendations for the building users to be used to select a room to work in, or to adjust building temperature settings.

Finally, in Publication V we survey the application in the field of smart building energy utilization to form an overview and create a taxonomy of these applications (RQ4). The relationship between the different domains are sometimes overlapping but sometimes far apart. A systematic approach to classify these applications also helps to understand these relationships. This promotes the integration of disparate models that is essential to utilize the models fully in buildings.

In a summary, we resolved issues related to overall classification of the applications. In addition, we proposed solutions and algorithm that can be applied to model development even outside the scope of this case-study.

### 7.1 Implications and limitations

In the beginning of this dissertation, we specified some major challenges recently faced by the application development for smart building energy utilization. We proposed several applications and solutions in the dissertation. In addition, the solutions were validated through real-life case studies that implied that the author managed to contribute to build the targeted applications. In some cases, the research appears to improve the existing methodologies with enhancements to algorithms with generic applicability.

*The state-of-health* is essential for the safety of the energy storage applications. We proposed two different models (ARIMA and Gradient Boosting based models). The limitation is related to the mechanical aspects of the equipment used, as the model is heavily dependent on the data particular to this type of batteries.

*Imbalanced data* requires mitigating efforts to employ this data in model creation and forecasting. However, the data suffers from missing labels, so the algorithm proposed is on very generic level. It addresses the basic problem of imbalanced data, but does not resolve the actual problem of data quality for detecting faults or other items of interest accurately.

*Personal comfort* is a subjective matter. The major limitation is related to the need to collect not only the human signals minutely (e.g., with a
wristlet attached) but also some personal demographic information, like gender and age, to make an accurate forecast. Although the big data companies can collect enough data, this will be a struggle for companies in the field of energy and buildings.

Any taxonomy has to be precise to be useful; however, there is an obvious tendency in the present research to overlap with the aspects of smart energy and personalization, which makes it difficult to, for instance, compare the different taxonomies.

7.2 Future directions

The applications discussed in this dissertation are part of the latest developments for the smart buildings. How to actually integrate these, or even other, applications, especially in the field of personalization, remains an open issue.

Although this dissertation addressed several of the issues related to present-day solutions, there are many apparent problems that remain. The absence of applicable data is perhaps the primary issue. This includes both the absence of public databases to make models, and the limited availability of appropriate sensor data from buildings. The absence of well-defined personal data is another issue when making applications due to perceived difficulty of measuring user preferences and behavior. Integration of the applications into coherent solutions is another problem that needs to be addressed to increase the utilization and benefits from the applications. These problems give a direction where to focus in future research.
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Energy utilization of smart or intelligent buildings refers to the definition, modeling, and integration of disparate elements into coherent energy systems in buildings with the help of artificial intelligence. A core aspect of applications for smart building energy is to address the issues of energy utilization directly while simultaneously taking into account user comfort, security and malfunctions. Being deployed in increasing numbers in built environment, smart building energy applications are important components of the built environment today. Given the risen number of renewable energy sources together with tightened regulation to energy consumption, the smart building energy applications provide means to combine new technology components together with heterogeneous requirements and goals for energy utilization in buildings. These goals comprise of, for instance, optimal scheduling of energy consumption and production, optimization of costs, integration of renewable energy, user behavior recognition, and consumer comfort. Overall, machine learning models solve heterogeneous problems in the field of smart building energy utilization. The results of this research indicate that the proposed solutions can provide answers to a variety of issues regarding building energy management, smart grid, personalization, and maintenance and security.