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Vesa Välimäki, Senior Member, IEEE, Julian D. Parker, Lauri Savioja, Senior Member, IEEE,

Julius O. Smith, Member, IEEE and Jonathan S. Abel, Member, IEEE

Abstract—The first artificial reverberation algorithms were
proposed in the early 1960s, and new, improved algorithms are
published regularly. These algorithms have been widely used in
music production since the 1970s, and now find applications in
new fields, such as game audio. This overview article provides a
unified review of the various approaches to digital artificial rever-
beration. The three main categories have been delay networks,
convolution-based algorithms, and physical room models. Delay-
network and convolution techniques have been competing in
popularity in the music technology field, and are often employed
to produce a desired perceptual or artistic effect. In applica-
tions including virtual reality, predictive acoustic modeling, and
computer-aided design of acoustic spaces, accuracy is desired,
and physical models have been mainly used, although, due to
their computational complexity, they are presently mainly used
for simplified geometries or to generate reverberation impulse
responses for use with a convolution method. With the increase
of computing power, all these approaches will be available in
real time. A recent trend in audio technology is the emulation of
analog artificial reverberation units, such as spring reverberators,
using signal processing algorithms. As a case study we present
an improved parametric model for a spring reverberation unit.

Index Terms—Acoustics, acoustic scattering, acoustic signal
processing, architectural acoustics, convolution, IIR digital filters

I. INTRODUCTION

SCHROEDER introduced the idea of artificial reverbera-
tion based on digital signal processing fifty years ago

as of this writing [1]. In this overview article, we trace
the development of artificial reverberation, concentrating on
computational methods, starting with Schroeder’s introduction
of the digital comb and allpass filters in 1961.

Reverberation refers to the prolonging of sound by the
environment, which is essentially caused by the reflectivity of
surfaces and by the slow speed of sound in air, only about 345
m/s at room temperature [2], [3], [4]. As sound radiates from a
source, it interacts with the environment, carrying with it to the
listener an imprint of the space, and a sense of the objects and
architecture present. Everyday objects and building materials
are highly reflective of acoustic energy, and in an enclosed
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Fig. 1. Schematic example of a generic room impulse response.

space, a listener invariably experiences source sounds smeared
over time.

Sound typically arrives at a listener in stages. Figure 1
shows a simplified example of a room impulse response. A
signal traveling along a direct path between the source and
listener arrives after a delay of T0 and is followed by early
reflections from nearby objects and surfaces. While the direct
path reveals the direction of the source, the early reflections
convey a sense of the geometry and materials of the space.
Reflections propagating in the environment themselves interact
with features of the space to generate additional reflections,
and therefore produce an increasing echo density. An example
of the impulse response of a large room is given in Figure 2.

Over time, isolated arrivals at the listener give way to a
dense late reverberation, which forms the tail of the impulse
response shown in Fig. 1. The tail is characterized by Gaussian
statistics and an evolving power spectrum indicative of the size
of the space and absorbing power of the materials present [5].
The decay time of the late reverberation, expressed in seconds
per 60 dB decay, is called the reverberation time, denoted T60
[4].

Many environments produce distinctive reverberation: Con-
sider sound created in a concert hall [4], [6], [7], a forest
[8], a city street [9], [10], or on a mountain range [11]. The
impression of a sound source is tied to the space in which it
is heard, and as a result, artificial reverberation is widely used
in music, film and virtual environment applications for artistic
effect or to convey a sense of the space.

The need for artificial reverberation first arose in the context
of music broadcasting and recording. The damped studio
environment and close micing produced a “dry” sound that
lacked the concert hall acoustics desired for music perfor-
mance. As early as the 1920s, reverberation was artificially
applied by sending the dry studio signal to a reverberant
environment, often a specially constructed echo chamber [12],
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Fig. 2. Impulse response of the Memorial Church at Stanford University,
measured using a balloon pop.

[13]. A number of electro-mechanical reverberation devices
have been developed, including tape delays [14], [15], spring
reverberation devices [16], and reverberation plates [17], [18].

While plates, chambers and the like produced high-quality
reverberation, their physical nature generally limited their
use to studio recording and broadcast settings. They were
often difficult if not impossible to transport, were sensitive
to external acoustic or mechanical disturbances, and required
specialized knowledge to maintain and tune. Additionally,
the reverberation produced would vary somewhat from unit
to unit, and could change over time or with changing en-
vironmental conditions. By contrast, artificial reverberation
produced by computational processes had the promise of
convenience, portability and repeatability, and would allow
automation (the recording, editing and play back of reverbera-
tor control parameter changes over time [19]). This motivated
research into methods for digitally synthesizing high-quality
reverberation.

Acoustic spaces, chambers and plates are distributed sys-
tems, well modeled by multidimensional wave equations.
Disturbances propagating in these systems produce an increas-
ingly dense set of reflections through boundary interactions,
and maintain a correspondingly dense set of modes. The du-
ration of typical room responses to applied sounds far exceeds
the period of a 20-Hz sinusoid at the lower limit of human
hearing. As a result, room responses are primarily heard
temporally, as a sequence of events, rather than spectrally, as
the presence or absence of modal frequencies. The structures
available in a computational setting, however, are lumped
elements, and the difficulty in developing a computational
reverberation method lies in combining lumped elements to
produce the effect of a distributed system.

The process of reverberation is approximately linear and
time invariant, and computational methods for generating
artificial reverberation attempt to reproduce the psychoacoustic
impact of various reverberation impulse response features [20],
[21], [22], [23]. Reverberation algorithms generally fall into
one of three categories (although hybrids exist):

1) Delay networks, in which the input signal is delayed,
filtered and fed back along a number of paths according
to parametrized reverberation characteristics;

2) convolutional, wherein the input signal is simply con-
volved with a recorded or estimated impulse response
of an acoustic space; and

3) computational acoustic, wherein the input signal drives
a simulation of acoustic energy propagation in the mod-
eled geometry.

Which approach is used depends on the computational setting
and the application. Delay-network and convolution techniques
have been competing in popularity in the music technology
field, and they are often employed to produce a desired
perceptual or artistic effect.

Computational acoustic methods generally find application
in acoustic design and analysis scenarios, such as predictive
acoustic modeling and Computer-Aided Design (CAD) of
acoustic spaces, where accuracy is desired, but measurements
are unavailable. The process of making room acoustic mod-
eling or measurement results audible is called auralization
[24], [25], [26], [27]. The MPEG-4 standard includes a virtual
acoustics modeling framework specifying many parameters
for controlling artificial reverberation in synthetic multimedia
presentations [28], [29].

There are many other applications of digital reverberation
technology. In room acoustic enhancement, the acoustics of a
hall are manipulated using loudspeakers to playback processed
versions of sound captured at a set of microphones in the
space [30], [31], [32], [6], [4]. In an extreme case, a small
room can be converted to having the reverberation qualities
of a large concert hall, which is useful for rehearsal purposes
[33], [34]. In headphone audio, the addition of reverberation,
particularly the early reflection part, helps to externalize the
sound image, which otherwise is usually perceived inside the
listener’s head [35], [36], [37], [38]. Artificial reverberation
can also be used in the upmixing process to play stereo audio
signals over multiple loudspeakers [39]. In speech processing
research, artificial reverberation is applied to voice signals to
evaluate its effect, because it is known that reverberation re-
duces intelligibility and degrades the performance of automatic
speech recognition [40], [41], [42], [43].

In sound synthesis applications, the resonator of a musical
instrument, such as the body of a guitar [44], [45] or the sound-
board of a keyboard instrument [46], [47] can be simulated
using a reverberation algorithm, since vibration propagation
in mechanical structures shares features with acoustic wave
propagation in rooms. Similarly, the sustain pedal effects of the
piano can be simulated as a special kind of reverberation [48].
A recent trend in music technology is to simulate “vintage”
analog and electromechanical reverberation units by software
[49], [50], [51], [52], [53].

The rest of this article is organized as follows. Section
II gives a brief tour of the historical development of artifi-
cial reverberation methods, both analog and digital. Section
III focuses on artificial reverberation algorithms based on
relatively sparse networks of delay lines and digital filters.
Section IV tackles physical room models for virtual reality,
gaming, and computer-aided design of concert halls. Section
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V discusses convolution techniques. Section VI is devoted to
virtual analog reverberators, which simulate tape-based delays,
bucket-brigade delay lines, reverberation plates, and spring
reverberators. Section VII concludes this overview article.

II. HISTORICAL DEVELOPMENTS

We begin with an overview of synthetic reverberation
devices and methods, starting with early analog approaches
and continuing with the digital techniques that are currently
predominant.

A. Analog Methods

Artificial reverberation was first developed in the 1920s by
RCA for use in broadcast applications [13]. The technique
involved transmitting a sound into an empty acoustic space,
and recording the response of the space via an appropriately
positioned microphone [54]. M. T. “Bill” Putnam is credited
with introducing artificial reverberation to studio recording
[55]. He built a number of prized echo chambers, constructed
to lack parallel surfaces so as to prevent flutter echo, and
with a loudspeaker mounted in a corner to excite a large
number of modes. Microphones could be positioned within the
chamber to subtly vary the early portion of the reverberation,
and wall hangings or other damping materials could be placed
to provide some control over reverberation time. In use, the
audio engineers would sum the original, dry, signal with
the reverberated, wet, signal, controlling the relative mix for
artistic or perceptual effect. As described above, this approach
has the advantage of providing high-quality reverberation, but
is costly and lacks portability and flexibility [56].

A number of electromechanical reverberators have been
developed, the earliest being the spring reverberator, invented
in the late 1920s by Hammond [16], [57] as a compact method
for adding an acoustic quality to the dry sound of his electric
organ. Hammond’s device consisted of an electro-mechanical
transducer which excited vibrations in helical springs accord-
ing to an applied electrical signal. These vibrations were then
received by a mechanico-electrical transducer, and mixed with
the dry input signal. Each spring element produced a decaying
series of echoes, providing some impression of an acoustic
space. To generate an echo density profile more consistent
with that of an acoustic space, spring elements were combined
in series and parallel [58], [59]. To control the rate of energy
decay, damping mechanisms, including partial submersion of
the spring elements in oil, were employed [16], [60].

Several developments greatly improved the performance,
cost and size of spring reverberators. The use of the torsional
mode for wave propagation and mechanisms for holding the
springs under tension, introduced in the late 1950s and early
1960s, greatly decreased their sensitivity to vibration and
mechanical shock, and allowed the use of small-diameter
springs [61]. This paved the way for their widespread use in
guitar amplifiers and electronic musical instruments, and even
in home stereo devices such as the Sansui RA-700.

Owing largely to their dispersive propagation [50], [52],
spring reverberators have a distinctive sound. By placing
impedance discontinuities along the spring, the echo density

is increased, and the dispersion is less apparent. A number of
mechanisms for doing this were developed in the 1970s and
early 1980s, and found their way into the AKG reverberators,
including the AKG BX20E [62], which has a very natural
room-like sound.

In the late 1950s, the plate reverberator was introduced
[56], [63] by German company Elektromesstechnik (EMT).
The most widely used plate in high-end recording studios
was the EMT 140, which featured a large, thin steel resonant
plate held under tension. A single transducer near the plate
center induced transverse vibrations on the plate, while a
pair of sensors near the plate edges picked up the resulting
mechanical disturbances. A damping plate coated with packed
asbestos was positioned along side the resonant plate, with
the distance between the plates determining the reverberation
decay time. Due to the fast sound speed on the resonant
plate relative to its size and somewhat dispersive propagation,
the plate response is very quickly dense with arrivals, the
high-frequencies slightly outrunning the low frequencies, thus
giving the plate its characteristic whip-like onset [18], [64].
Later plate designs replaced the steel plate with gold foil [65].
The speed of sound is slower in gold than in steel, resulting
in the effect of a larger and more room-like space.

Another type of effect used to add an impression of space
in music production is the ‘delay’ or ‘echo’ effect. This
differs from reverberation in that it generally concentrates
on producing a series of repeating echoes which are clearly
audible individually. Echo effects were achieved from the
1940s onwards via the use of tape-based techniques. A loop
of tape could be made, which was then used in a tape
deck set to both record and playback at the same time. The
result was a decaying series of echoes. Initially, standard
tape machines were used. Later, tape machines specifically
designed for producing the echo effect were introduced, with
multiple playback heads at different positions used to provide
a more complex pattern of echoes. Examples of such units
include the Watkins Copicat, the Meazzi Manager 666, the
Echoplex, and the Roland Space Echo [51].

In the late 1960s, Philips developed the ‘Bucket-Brigade’
Device (BBD) as a method of producing audio delay in an
analog circuit [66]. The BBD delays a signal by sampling
it, and storing the signal value in a capacitor as a charge.
This charge is then passed along a long chain of capacitors
through the opening and closing of interspersed MOS transis-
tor switches controlled by an external clock signal. The BBD
is therefore a sampled analog system, and produces a delay
given by the length of the capacitor chain and the frequency
of the clocking signal. Most BBDs were used for simple echo
applications. However, some BBD chips such as the Panasonic
MN3011 [67], were produced with multiple output taps in
mutually prime positions, with the intention that they could
be used to implement an analog electrical reverberation effect.
This technique did not become popular, as it coincided with
the availability of the first digital reverberators, but a number
of BBD reverberation units were produced by companies such
as Electro-Harmonix.
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B. Digital Methods

The first digital reverberation algorithms were proposed
in early 1960s by Manfred Schroeder and Ben Logan [1],
[68]. In doing so, they introduced the digital allpass filter [1],
which produced a series of decaying echoes, but maintained
an overall “colorless” spectrum, irrespective of the decay
rate. Also described was a nested allpass structure developed
for the purpose of providing a means of controlling the
reverberator wet/dry mix. A series combination of allpass
filters was described as a means to achieve an increasing
echo density, and a structure involving a parallel set of comb
filters driving a cascade of allpass filters was suggested for
providing independent control over the wet/dry mix, delay
of the reverberated sound and decay rate. Schroeder later
provided an additional structure for simulating early reflections
using a sparse FIR filter [69].

Moorer published an important paper on reverberation algo-
rithms in 1979 [20]. His work was more tutorial in nature than
Schroeder’s earlier work, and included example architectures
with delay line and filter parameter values. Moorer enhanced
the Schroeder structures by inserting one-pole filters into delay
loops to control reverberation time as function of frequency.

Schroeder’s work provided a basis for the first commercial
digital reverberators, developed for music production in the
mid and late 1970s. The first commercial device for digital
audio processing was a digital delay unit, Lexicon Delta T-
101, which appeared in 1971 [70], [71]. The first digital
reverberators included the EMT 250 (introduced in 1976)
[72], the Ursa Major Space Station (1978) [73], the Lexicon
224 (1978) [74], and the AMS RMX-16 (1981) [75]. Little
memory and computational resources were available to the
early units, making it challenging to create reverberation
without unwanted resonances or irregularities in the decay.
To overcome these limitations, Blesser and Bader in [76] (and
likely used in the EMT 250) propose Schroeder-type structures
in combination with decorrelating processes. Griesinger in
the Lexicon 224 reportedly arranged a number of comb and
allpass filters in a physically inspired architecture, and used
time varying delay line lengths to ensure a smooth decay. The
RMX-16 appears to use a cascade of allpass-like structures
with carefully selected delay line lengths to provide a smooth
decay, and with feedback to the input through a filter to
control the decay time as a function of frequency. A similar
architecture was later described in [77].

The image-source method was formulated for room acous-
tics by Allen and Berkeley in their 1979 article [78]. The
idea was to replace a source in an enclosed space with a
source and set of properly positioned virtual sources. The
method was extended by Borish in [79] to include non-convex
spaces. The image-source method is often applied in virtual
acoustics systems to calculate the delays and directions for
early reflections [80], [25].

Smith introduced the digital waveguide method as a phys-
ical modeling approach to artificial reverberation [81], [82].
The method defines a network of waveguides, connected
via lossless scattering junctions. The waveguides include bi-
directional delay lines, and can incorporate losses via scaling

or filtering. Subject to numerical effects, these reverberators
can be made to reverberate indefinitely, as all losses in the
system may be eliminated. Two architectures were common,
the “daisy” in which all waveguides emanated from and
returned to a single scattering junction, and the “football” in
which the waveguides conveyed energy between two scattering
junctions.

Gerzon in 1971 [83] described multichannel extensions to
the digital allpass filter, including a network of delay lines
with a unitary feedback matrix. Control over the reverberation
decay time as a function of frequency via feedback filters
was discussed. In related work, a nested allpass structure was
described in [84].

In 1991, Jot and Chaigne published their Feedback Delay
Network (FDN) approach to digital reverberation [85], [86].
This work presented a novel, general design structure for
reverberators which provided separate, independent control
over the energy storage, damping and diffusion components
of the reverberator. The form is similar to that described
by Gerzon, but with a simple, elegant method for feedback
filter design to control decay rate. The FDN remains even
today a state-of-the-art reverberation method against which
new solutions are compared. A short time later, two excellent
reviews on reverberation algorithms appeared in 1997 [87],
[21].

One of the first commercial reverberation products to use
convolution was the Lake DSP Huron [88], designed for virtual
reality applications. A room impulse response was convolved
with an input signal, and the first 4096 taps were crossfaded
from a table of impulse response onsets according to the
listener position.

Convolution reverbs for music and film production first
appeared in the late 1990s, with the introduction of the
sampling digital reverb by Sony [89]. Yamaha soon followed
with the Yamaha’s SREV-1. Waves IR1, released in 2004,
provided interactive control over reverberation parameters,
such as decay time. The popularity of convolutional reverbera-
tors was enabled by improved impulse response measurement
techniques, including, e.g., Farina’s swept sinusoid method
[90], which led to the widespread availability of room impulse
responses.

The newest milestone in the progress of artificial reverbera-
tion has been the appearance of new Graphics Processing Units
(GPU), which are as powerful as supercomputers of the near
past. In addition to image and video data processing, GPUs
can be applied to audio processing, and this has finally enabled
running physically based room simulations in real time [91],
[92], [93].

III. DELAY NETWORK METHODS

The earliest and still most efficient approaches to artificial
reverberation are based on networks of delay lines and digital
filters. This section reviews some of the main developments
in chronological order.

A. Comb Filters
Comb filters were proposed for use in artificial reverberation

by Schroeder and Logan [1]. Figure 3 shows a block diagram
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of the feedback comb-filter structure proposed in [1] having
transfer function1

H(z) =
Y (z)

X(z)
=

z−M

1− g z−M
. (1)

For stability, we require |g| < 1. The impulse response is then

h(n) = δ(n−M) +g δ(n−2M) +g2 δ(n−3M) + · · · , (2)

which can be described as a sparse exponential decay. Reverb
designers often listen to impulse responses as an “acid test”
of reverberator quality.

When M is sufficiently large, the impulse response of the
feedback comb filter h(n) is heard as discrete “echoes” of the
input impulse. When M is below the time-resolution limit of
the ear, it is more relevant to look at the magnitude frequency
response

|H(ejωT )| = 1

1− g e−jωMT
(3)

where T denotes the sampling interval in seconds. This is
plotted in Fig. 4 for g = 0.1, 0.5, 0.9 and M = 10. From this
figure it can be appreciated that it is the amplitude response
of comb filters that gives them their name. It is noted in
[1] that each local maximum in |H(ejωT )| corresponds to
a normal mode of vibration in the reverberator. In signal
processing terms, a normal mode corresponds to a lightly
damped conjugate-pole-pair in the system transfer function.
A normal mode may be parametrized by its center-frequency,
bandwidth, and amplitude. In acoustic spaces, the normal
modes can be considered to be superpositions of the various
possible standing waves [94].2

1The corresponding diagram in [1] was for continuous time, but it was im-
plemented digitally. Implementation using tape delay was also contemplated.

2https://ccrma.stanford.edu/˜jos/pasp/-
D_Boundary_Conditions.html
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Fig. 5. Signal flow graph of a Schroeder allpass section in direct form II.

B. Allpass Filters

Also in [1], Schroeder and Logan introduced the use of
allpass filters for artificial reverberation. By definition, an
allpass filter passes all frequencies with equal gain. It is easy
to show [95] that the general form of a real, causal, stable,
single-input, single-output, digital allpass filter is given by

H(z) = z−K
Ã(z)

A(z)
, (4)

where K ≥ 0 is an integer pure-delay, Ã(z) = z−NA(z−1) is
the “flip” (i.e., a mirrored version) of polynomial A(z), and
A(z) is any minimum-phase polynomial:

A(z) = 1 + a1z
−1 + a2z

−2 + · · ·+ aNz
−N . (5)

We say that A(z) is minimum phase when all of its roots are
inside the unit circle. This of course ensures stability of the
allpass filter. Note that the zeros of Ã(z) are reciprocals of the
zeros of A(z), which is how allpass filters can be characterized
in a pole-zero diagram.

The allpass filters introduced for artificial reverberation by
Schroeder and Logan [1] were of the form

H(z) =
z−M − g

1− g z−M
. (6)

A direct-form-II [95] implementation is shown in Fig. 5. The
transfer function H(z) can be viewed as a feedback comb
filter H1(z) = 1/(1− g z−M ), as discussed in Section III-A,
in series with the feedforward comb filter H2(z) = −g+z−M ,
i.e., H(z) = H1(z)H2(z). An excellent benefit of allpass
filters of this form is that (1) for large delays M , they sound
virtually identical to feedback comb filters, thus providing
almost identical echo qualities, while (2) for sinusoidal input
signals, there is no gain variation across frequency. It is in
this sense that allpass reverberators are said to be “colorless”.

Free-software implementations of artificial reverberators
along the lines outlined by Schroeder et al. may be found in
the FAUST distribution in the file effect.lib [96], [97].3

Additionally, a popular Schroeder reverb called “Freeverb”
is given in the example freeverb.dsp within the FAUST
distribution, and appears in many other distributions as well.4

3FAUST is a “Functional AUdio STreaming” language that compactly
represents signal-processing block diagrams and compiles to C++.

4https://ccrma.stanford.edu/˜jos/pasp/Freeverb.html
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voltage) traveling waves (from [94]).

C. Digital Waveguide Networks

A generalization of allpass filters to arbitrary closed net-
works of digital waveguides was proposed in [81], [82], [98],
[99]. A digital waveguide, or bidirectional delay line, can be
viewed as a discrete-time counterpart of an electric transmis-
sion line in which traveling waves are explicitly propagated.
In the lossless, constant-wave-impedance5 case, the traveling
waves propagate without alteration, so that a simple delay line
models the acoustic (or electric) medium in each direction.
At discontinuities in the wave impedance, so-called signal
scattering occurs, as shown in Fig. 6. (If the digital waveguides
are taken to be one sample long, then the structure of the Kelly-
Lochbaum vocal-tract model is obtained, from which ladder
and lattice digital filters can be derived [100].6)

A key property of scattering junctions is that they are
lossless. That is, they conserve signal power. Figure 6 shows
the scattering junction for two waveguides connected together.
It is also straightforward to derive the lossless scattering
junction for any number of intersecting waveguides [94].
The practical import is that one may take an arbitrary col-
lection of digital waveguides, having arbitrary lengths and
wave impedances, and combine them together in any network
topology whatsoever, following the rules of lossless scattering
at each waveguide junction. In this way, one always obtains a
lossless (“marginally stable”) digital network. Such networks
are ideal starting points for artificial reverberation systems
having long decay times, such as concert hall simulations.

Figure 6 shows the scattering junction for traveling pressure
waves. For velocity waves (the dual variable), simply replace
k1 by −k1 everywhere it occurs [94]. Given this, we can
calculate that the power reflection-coefficient seen from the
left is −k21 (where the minus sign is associated with the
direction of travel) while the power transmission-coefficient
from left-to-right is (1 + k1)(1 − k1) = 1 − k21 . Thus,
the signal power incident on the left side of the scattering
junction is split into reflected and transmitted components,
without loss or gain (neglecting round-off error). Similarly,
the incoming power on the right sees the same reflection and

5For transmission lines, the wave impedance is conventionally called the
characteristic impedance.

6https://ccrma.stanford.edu/˜jos/pasp/-
Conventional_Ladder_Filters.html

transmission coefficients −k21 and 1 − k21 . Thus it is shown
that signal-power is conserved by the scattering junction—
the power in from the left and right equals the power out
to the left and right. This lossless behavior occurs for any
number of intersecting waveguides, and it follows simply from
the physical constraints that pressure must be everywhere
continuous (imposed by Newton’s law f = ma) and flows
must sum to zero (imposed by conservation of matter) [94].

When constructing artificial reverberation systems from
digital waveguide networks, one typically first builds a lossless
prototype using waveguides having lengths comparable to the
reflection-free path-lengths in the desired physical space. The
waveguide lengths are also typically taken to be mutually
prime, as in the delay-line lengths of Schroeder reverberators.
Finally, losses are inserted sparsely at arbitrary points in
the network to obtain the desired reverberation time in each
frequency band. Frequency-independent losses are obtained
using constant coefficients |g| < 1, and frequency-dependent
losses are obtained using filters having gains bounded by 1
at all frequencies (for stability/passivity). The loss filters can
be inserted in any traveling-wave path within the network.
Input signals may be summed into any points within the
network (scattering junctions are commonly chosen), and any
samples in the network may be taken as outputs (e.g., sums
of scattering-junction incoming or outgoing waves—alternate
scattering-junction forms provide such sums for “free” [94]).
Karjalainen et al. have discussed the design of a waveguide
network reverberator for simple room geometries [101].

D. Feedback Delay Networks (FDN)

A feedback delay network can be regarded as a “vectorized”
feedback comb filter, as shown in Fig. 7 for order three.
It can also be derived as a digital-waveguide network in
which all waveguide endpoints meet at the same scattering
junction [94]. FDNs are typically analyzed using adapted state
space methods [85]. Similar structures were explored earlier
by Gerzon [83] and Stautner and Puckette [102]. Jot and
Chaigne developed the FDN approach essentially to its current
level of application [85], [86]. The choice of orthogonal
feedback matrix is a particularly interesting topic that strongly
affects the quality of the reverberation obtained [85], [103],
[104], [105]. Piirilä et al. have shown how to produce non-
exponentially decaying reverberant responses using two FDNs
with slightly different parameters or using other modified
comb filter structures [106]. De Sena et al. have recently
expanded the FDN concept further by incorporating frequency-
dependent wall absorption and directivity of sources and
receivers (microphones) [107].

Schroeder and Logan introduced an early example of per-
ceptual orthogonalization in systems for artificial reverbera-
tion [1]. In particular, allpass filters were introduced to provide
echo density without frequency-response coloration, allowing
easier independent control of each. FDN reverberators intro-
duced further levels of perceptual orthogonalization, such as
separating decay time from total energy in each band [85].

Free-software implementations of FDN reverberators may
be found in the FAUST distribution in the file effect.lib
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Fig. 7. Order 3 feedback delay network (from [94]).

[96], [97]. Of particular note is the reverberator zita_rev1
which combines Schroeder allpass and FDN reverberation
techniques.7 This high-quality reverberator is examined further
in the following section.

E. Case Study: The Zita-Rev1 FDN/Schroeder Reverberator

As described online,8 zita-rev1 is a reworking of the ar-
tificial reverberator developed for Aeolus, a highly regarded
pipe organ synthesizer. Both Aeolus and zita-rev1 are free,
open-source projects by Fons Adriaensen. A high-level block
diagram of zita-rev1 appears in Fig. 8.

Referring to Fig. 8, a stereo input signal comes in on the left.
Denote the stereo input signal by x(n) = [xL(n), xR(n)]T ,
where xL(n) and xR(n) denote the left and right stereo
channel signals, respectively. The first processing block is a
pair of equal delay lines that model the propagation delay
between the source and listener. If this delay is denoted D in
samples, then the delayed stereo output signal is x(n−D) =
[xL(n − D), xR(n − D)]T . Next, the delay-line outputs are
distributed among the eight channels of the FDN by the block
labeled “distrib2” in Fig. 8. If its outputs are denoted
v(n) = [v1(n), . . . , v8(n)]T , then we have

v(n) =


x(n−D)

−x(n−D)

x(n−D)

−x(n−D)

 . (7)

This is diagrammed (again automatically by the FAUST com-
piler) in Fig. 9.

Referring again to Fig. 8, the eight-channel distributor
output signal v(n) next sums with the eight FDN feed-
back signals. (Summation is implied when signals meet at
a node.) The result of this summation goes to a paral-
lel bank of eight Schroeder allpasses (the block labeled
allpass_combs in Fig. 8), each as drawn in Fig. 5.
The coefficient used is g = ±0.6 for all eight allpasses.
(Historically, g = 0.7 is is more commonly encountered.)
The eight allpass delays Mi (see Fig. 5) are chosen to be
Mi = round{fs · [0.020346, 0.024421, 0.031604, 0.027333,
0.022904, 0.029291, 0.013458, 0.019123]} samples, where
fs = 1/T denotes the sampling rate, and round(x) = bx +
1/2c denotes rounding to the nearest integer. It is interesting to

7https://ccrma.stanford.edu/˜jos/pasp/Zita_Rev1.html
8http://kokkinizita.linuxaudio.org/linuxaudio/-

zita-rev1-doc/quickguide.html

!"#$%&"'#(")*+,-

Fig. 9. Stereo to eight-channel distributor matrix distrib2 used by the
zita_rev1 reverberator, as drawn by the FAUST compiler. The negation
symbol here denotes sign inversion (as opposed to its more common use as
boolean negation), as indicated by (7).

note that zita-rev1 does not try to preserve the mutually prime
property of the Mi recommended by Schroeder and enforced
in most other such reverberators.

The output of the parallel Schroeder-allpass bank is fed to
an 8×8 orthogonal FDN feedback matrix Q. In general, Q can
be any orthogonal matrix (QTQ = I). However, in zita-rev1,
as in many other FDN reverberators, a normalized Hadamard
matrix Q8 = H8/

√
8 is chosen. Hadamard matrices Hn, for n

a power of 2, can be easily generated by Kronecker products
with the basic 2× 2 “butterfly” matrix

H2 =

[
1 1

1 −1

]
. (8)

Specifically, we have

H4 =

[
H2 H2

H2 −H2

]
(9)

and

H8 =

[
H4 H4

H4 −H4

]
. (10)

The resulting recursive butterfly structure is visible in the
FAUST-generated block diagram shown in Fig. 10.

The delayfilters block consists of eight lowpass filters
in parallel. For stability, each lowpass must have gain less
than 1/

√
8 at every frequency. (The Hadamard matrix normal-

ization is moved into the branch filters.) The implementation
chosen in zita-rev1 consists of a first-order “low shelf” [95]
in cascade with a first-order lowpass filter. These filters are
controlled by the Graphical User Interface (GUI) so as to set
the reverberation time in three frequency bands. A detailed
derivation is given in [94].9

Finally for the feedback loop, the block labeled
fbdelay is simply a bank of eight delay lines in par-
allel. Their lengths Li in samples are chosen so that
Li + Mi = round{fs[0.153129, 0.210389, 0.127837,
0.256891, 0.174713, 0.192303, 0.125000, 0.219991]}, for
i = 1, 2, . . . , 8, where Mi denotes the delay used in
the eight Schroeder allpasses described previously (block
allpass_combs in Fig. 8).

9https://ccrma.stanford.edu/˜jos/pasp/-
Zita_Rev1_Delay_Line_Filters.html
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delay_stereo(...0, 100, 1)))) distrib2(8)

allpass_combs(8) feedbackmatrix(8)

delayfilters(...1, 8, 0.1))))fbdelaylines(8)

output2(8)

zita_rev1_eng...1, 8, 0.1))))(48000)

Fig. 8. High-level architecture of the zita-rev1 reverberator, as drawn by the FAUST compiler using its -svg option [96]. Not shown are the dry/wet mix
and the two second-order peaking equalizer sections [108] included with zita-rev1.

butterfly(8)

butterfly(4)

+

-

butterfly(2)

+

-

butterfly(2)

butterfly(4)

+

-

butterfly(2)

+

-

butterfly(2)

feedbackmatrix(8)

Fig. 10. Eight-by-eight Hadamard feedback matrix H8 used by the
zita_rev1 reverberator, as drawn by the FAUST compiler.

The output signal y(n) = [yL(n), yR(n)]T is extracted from
the feedback loop using a so-called mixing matrix, in this case,
an 8× 2 matrix. Let w(n) = [w1(n), . . . , w8(n)]T denote the
length 8 vector emerging from the feedback-matrix multiply
in Fig. 8. Then the choice made by zita-rev1 for stereo output
is given by

y(n) = H2 ·
[
w2(n)

w3(n)

]
=

[
w2(n) + w3(n)

w2(n)− w3(n)

]
. (11)

where H2 was defined in (8). That is, the stereo output is taken
to be a “shuffle” (multiplication by the elementary butterfly
H2, which is in fact a length 2 DFT) of channels 2 and 3 of

allpass_combs(8) feedbackmatrix(8)

delayfilters(...1, 8, 0.1))))fbdelaylines(8)

zita_rev_fdn(...1, 8, 0.1))))(48000)

Fig. 11. Zita-rev1 internal eight-channel Schroeder-FDN reverb engine,
useful for adapting to audio systems having other than two channels in and
out.

the eight.
Note that the function zita_rev_fdn in the file

effect.lib within the FAUST distribution brings out the
internal 8× 8 Schroeder/FDN engine separately, as shown in
Fig. 11. That is, it is zita_rev1 as shown in Fig. 8 minus
its input delay, 2 → 8 distributor matrix, and 8 → 2 mixing
matrix. For four- and eight-channel systems, zita_rev_fdn
can provide a useful starting point for finding good-sounding
distributor and mixing matrices.

F. Time-Varying Reverb Algorithms

It is well known that the acoustic characteristics of any room
are under minor but continuous change because of temperature
changes, air conditioning, or physical movement of persons or
objects, which all affect the propagation delay of sound [109],
[110], [13]. This logically leads one to think that reverberation
algorithms may also include time-variant elements. In the past,
it has been suggested to slowly modulate the length of some
of the delay lines over time [31], [87], [111]. The modulation
renders the modes wider in the frequency domain and breaks
up the temporal regularity of the impulse response. If the
delay-line length is simply stepped from one value to another,
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audible disturbances appear, however. To accurately implement
the low-frequency delay modulation, a time-varying fractional-
delay FIR filter, such as one based on fourth- or higher-order
Lagrange interpolation, can be applied [112], [111].

An alternative method consists of modulating one or several
parameters of the delay network at a low frequency [81],
[113], [114]. Lokki and Hiipakka [113] and Choi et al. [114]
implement part of each long delay line with a comb-allpass
filter, as originally suggested by Väänänen et al. [115], so they
can directly modulate a coefficient in the following difference
equation to change the system characteristics with time:

y(n) = −a(n)x(n)− x(n−N) + a(n)y(n−N), (12)

where x(n) and y(n) are the input and output signal of the
allpass filter, N is the allpass filter order (the same as the
length of its embedded delay line), and a(n) is the time-
varying coefficient, which must remain −1 < a(n) < 1 for
stability. Modulating the allpass filter parameter is technically
easier to realize than delay modulation, but has practically the
same effect when the modulation depth is small. Choi et al.
report that this can also help save delay-line memory in FDN
reverberators [114].

G. Pseudo-Random Late Reverb Algorithms

In 1998, Rubak and Johansen proposed a radically different
approach to simulate late reverberation using a feedback struc-
ture: an FIR filter with pseudo-random (constant) coefficients
in a feedback loop [116], [117]. A feedback coefficient,
which can be replaced with a one-pole lowpass filter, brings
about the temporal decay, and the random FIR coefficients
must also follow a truncated exponential envelope to avoid
discontinuities at repetition points. This filter has an impulse
response consisting of exponentially decaying pseudo-random
numbers but the underlying pseudo-random sequence repeats
every L samples, which is the length of the FIR filter. In a
computationally efficient version, the pseudo-random number
sequence can be made sparse [117]. It turns out that 2,000 to
4,000 non-zero pulses per second is sufficient for high-quality
reverberation.

May and Schobben [118] developed a related late reverber-
ation algorithm, which is based on an FIR filter with randomly
modulated coefficients, applying feedback. This technique first
separates transient and steady-state audio signals and only uses
the random filtering method for the transient part. The steady-
state part is processed with an allpass-filter based reverberator.

Karjalainen and Järveläinen [119] expanded the pseudo-
random late reverberation method by introducing the velvet
noise, which is a very smooth-sounding sparse pseudo-random
number sequence. In velvet noise, a −1 or +1 appears within
each short interval of Tv samples while all others samples are
zero. Two pseudo-random number sequences r1(n) and r2(n)
are needed to produce the velvet noise samples v(n). Both are
uniformly distributed on the interval (0, 1). The locations of
the pulses are determined as

k(m) = round{Tv[m+ r1(n)]}, (13)

where m = 0, 1, 2, . . . is an incrementing counter and Tv is
the nominal (and average) distance of pulses. The pulse values
(−1 or 1) are then drawn using the second sequence r2(n) as:

v(n) = 2round[r2(n)]− 1,when n = k(m). (14)

The rest of the samples v(n) will be zero. The density of
velvet noise is Nv = fs/Tv impulses per second, when fs is
the sample rate (such as fs = 44.1 kHz).

Velvet noise samples are used as filter coefficients in a
sparse FIR (SFIR) filter, which can then be implemented
without multiplications [119]. A feedback loop can be used for
repeating the noise. To avoid audible repetition, Karjalainen
and Järveläinen use a library of velvet noise sequences and
switch each SFIR coefficient using cross-fading. Vilkamo et al.
have developed a subband technique, which contains a pseudo-
random SFIR decorrelation filter after a feedback loop on each
band [120]. Their decorrelation filters need not be variable
with time, because the feedback loop delay is different for
each narrow band, making repetitions inaudible.

Lee et al. [121] have further elaborated the switched random
convolution ideas. For example, they have presented a structure
in which a leaky integrator is used for switching only some
pulses in the velvet noise sequence. The time constant of the
integrator can be made frequency-dependent to avoid artifacts.
A reverberation algorithm based on the switched pseudo-
random sequences with a sound quality comparable to a 16th-
order FDN requires 70% less operations and 90% less delay-
line memory than the FDN structure [121].

IV. PHYSICALLY-BASED ROOM MODELS

Physically-based reverberation algorithms aim to reproduce
the acoustics of a given real or virtual space. The physics
behind sound propagation and reflections is well known, but
in practice solving the wave equation for the whole audible
bandwidth in large halls is beyond the capacity of current
computers. Instead there are several different techniques to
approximate that equation. Some of them are actually capable
of real-time processing whereas some others only provide
room impulse responses as off-line computation and those
responses are used in convolution reverbs.

Physically-based reverberation algorithms are utilized espe-
cially in virtual reality systems ranging from fully immersive
VR systems to desktop and even mobile environments. The
required accuracy of these models depends heavily on the
application area. For acoustic design of concert halls or
other acoustically challenging spaces the models should be as
accurate as possible whereas in computer games reproducing
plausible acoustics is sufficient.

In the following, we will give an overview of different
room acoustic modeling techniques, with a special emphasis
on techniques that are capable of real-time computation. In
the end, there are descriptions of some complete virtual
acoustics systems targeted mostly for research purposes. They
use selected room acoustic modeling techniques and make
the obtained modeling results audible, i.e., auralize them [24],
[26].
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A. A General View on Room Acoustic Modeling Techniques

The main target in room acoustic modeling is to obtain an
impulse response between given source and receiver locations.
There are several ways to classify room acoustic modeling
techniques. The most traditional one is to divide the techniques
into two groups. The first is formed by the methods that aim
to numerically solve the wave equation and are called wave-
based methods. The second is based on geometrical acoustics
in which sound is supposed to propagate in rays similarly
as light and those are called ray-based methods. However,
from a reverberation standpoint, the type of modeling result is
essential, and thus in the following we use that classification.
There are three different types of modeling results:
• Impulse responses that can be directly used in convolu-

tion;
• time-energy responses that needs to be converted to an

impulse response before convolution; and
• list of reflection paths that can be auralized by some filter

structure or converted to an impulse response.
It turns out that these two classifications are close to each
other such that the wave-based methods typically provide
impulse responses directly whereas ray-based methods either
produce time-energy responses or information of reflection
paths depending on their treatment of diffuse reflections. In
the following, different room acoustic modeling techniques
are introduced in the three groups listed above. For an earlier
review on different room acoustic modeling techniques, see
e.g. [122], [123].

B. Wave-Based Methods for Room Acoustic Modeling

The main advantage of wave-based methods is that they are
physically accurate such that modeling of wave phenomena
such as diffraction and interference is inherently included in
the techniques whereas in geometrical acoustics those have to
be modeled separately.

The wave equation can be solved analytically in simple
cases such as in a shoebox with hard walls, but for any realistic
space that is not possible and a numerical approximation has
to be used. The wave-based methods can operate either in the
time domain or in the frequency domain. The most common
time-domain approach is the Finite-Difference Time-Domain
(FDTD) technique and its variants whereas the Finite Element
Method (FEM) and Boundary Element Method (BEM) are
most commonly applied in the frequency domain. This means
that in FDTD simulations time has to be discretized, whereas
in FEM and BEM the frequency is discretized.

From the viewpoint of reverberation, the FDTD methods are
the most interesting ones since they directly provide impulse
responses, although FEM and BEM results are applicable
in convolution as well if high enough frequency resolution
is applied. It seems that obtaining wideband responses with
FDTD is currently the favored technique and thus in the
following we concentrate only on the time-domain techniques.
Both FDTD and FEM techniques require discretization of
the space in addition to time/frequency discretization. This
leads to steep increase in computational load such that every
doubling of the frequency band induces 16-fold increase in the

p2 p4

p1

pk

p3

Fig. 12. In a 2-D digital waveguide mesh each node is connected to four
neighboring nodes by bidirectional unit delay elements.

computational load. For this reason the wave-based methods
are typically used only on low-frequency modeling of room
acoustics. Until very recently these techniques have been
strictly only for off-line simulation but recent advances in
computer technology have enabled even real-time wave-based
simulations for a limited frequency band [91].

Finite-Difference Time-Domain Methods: There are various
finite-difference time-domain solvers for the wave equation.
The first 3-D FDTD solvers for room acoustics were presented
in the mid-1990s [124], [125]. The more traditional approach
is to use a staggered grid approach in which both sound
pressure and particle velocity are explicitly present in the
update equations [125], [126]. This approach has certain
benefits over simpler one-variable solvers, mostly related to
setting of boundary conditions.

In addition to those one- and two-variable techniques there
are other approaches each having different backgrounds. The
transmission-line model is one such variant that has been
shown to be equivalent to the FDTD formulation [127].
Still another time-domain simulation technique applicable for
wave-based acoustic simulation is the functional transforma-
tion technique, which has its background in wave digital
filters [128], [129]. According to our knowledge there is no
thorough comparison of the efficiency of these techniques
when applied to room acoustic problems. However, the one-
variable FDTD techniques have been of more interest in room
acoustic simulations targeting to auralization, and thus they
will be in our focus in the following.

The Digital Waveguide Mesh (DWM) is a one-variable
FDTD technique [130]. It is based on interconnected digital
waveguides that form a rectangular grid to fill the space under
study. The original DWM was two-dimensional and meant
for simulation of plates and membranes [131]. The basic
structure of a 2-D DWM is illustrated in Fig. 12. There are two
alternative implementations for this structure. In the so-called
W-mesh (W standing for waves) the actual delay elements are
modeled whereas in the K-mesh (K standing for Kirchhoff)
the nodes are modeled. Out of those two, the K-mesh is
more memory efficient and is thus often preferred although
incorporating different boundaries is easier in the W-mesh.
However, it is possible to use both approaches simultaneously
and connect them via K-W converters [132].

The K-mesh is equivalent to an explicit FDTD scheme
obtained by discretizing the wave equation using center-time
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center-space differences. The resulting update equation to
govern the mesh behavior is

pn+1
l,m =

1

2
(pnl+1,m+pnl−1,m+pnl,m+1 +pnl,m−1)−pn−1l,m , (15)

where p is the sound pressure at time step n at location [l,m]
[131]. Expansion to three dimensions is straightforward and
requires only adding one spatial dimension such that each node
has six neighbors instead of four. This technique is efficient
as such, but suffers from direction-dependent and frequency-
dependent numerical dispersion. The error is most severe at
high frequencies where waves propagating in axial directions
(relative to the grid coordinates) are delayed whereas there
is no distortion in sound propagating in purely diagonal
direction [131]. How much dispersion is tolerated depends on
application and is still under research [133], [134].

There have been several attempts to overcome the dispersion
problem. The main strategies have been use of non-rectilinear
mesh topologies [135] and use of larger stencils that use larger
neighborhood in the update equation [136], [137], [138]. The
interpolated wideband scheme introduced by Kowalczyk and
van Walstijn presents the current state-of-the-art in obtaining
uniform wave propagation characteristics in this type of FDTD
methods [138]. However, frequency-dependent dispersion is
still a problem that can be compensated to some degree by
off-line frequency warping [136], although warping could be
incorporated into the mesh as well [139]. Setting the boundary
conditions in a one-variable FDTD simulation has been a
challenge for a long time [140], but recent advances have
enabled use of digital filters on FDTD boundaries [141].
Even diffuse reflections can be modeled [142], [143]. Getting
surround-sound responses from DWMs has been studied as
well [144].

Several practical implementations of the DWM technique
targeting room acoustic simulation have been presented [145],
[146], [147]. The FDTD techniques are well suited for parallel
computation, and for this reason recent development in GPUs
have had a clear impact on acoustic FDTD research [148],
[91], [149], [150], [151], [152]. Another option is to use
dedicated hardware for FDTD simulations [153].

When considering the frequency limits, it can be said that
in any FDTD implementation there needs to be at least 6
nodes per minimum wavelength to be modeled. The actual
required mesh density depends on the chosen scheme and on
the amount of dispersion that can be tolerated. In practice this
means that to model a room up to 1 kHz (corresponding to the
wavelength of 35 cm) the volume should be discretized with
a 5.8 cm, or even denser, grid. To reduce the computational
load of full 3-D simulation, Kelloniemi et al. have proposed to
use several interconnected 2-D DWMs that represent different
slices of the modeled space [154]. By this means it is possible
to have most important axial room modes, and some of the
oblique modes, modeled. This means that the lowest end of
the model is relatively accurate but higher in frequencies,
the mode density is sparser than in reality. In addition, it is
possible to combine results from 2-D and 3-D simulations
[155]. An opposite proposal is to use hyper-dimensional DWM
for reverberation [156]. Equation (15) can be expanded to even
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Fig. 13. Schematic overview of the TreeVerb model [160].

higher dimensions such that in a four-dimensional mesh each
node would have eight neighbors. Naturally, this kind of model
does not have a realizable physical counterpart. However, it
enables the use of remarkably small mesh sizes to obtain a
high mode density even at low frequencies.

Adaptive Rectangular Decomposition: One recent wave-
based modeling technique is the adaptive rectangular de-
composition method proposed by Raghuvanshi et al. [157],
[158], [159]. It uses a rectilinear decomposition of the space
but iterative sound propagation between nodes is performed
such that there is no dispersion error at all. For this reason
it outperforms all the FDTD techniques if no dispersion is
tolerated. In practice, some dispersion can be allowed in
modeling result, and what is the optimal modeling technique
depends on required accuracy.

C. Case Study: TreeVerb

Many reverberation algorithms attempt to mimic aspects
of a physical reverberant environment. One such example is
the reverberator presented in [160], designed to simulate the
acoustics of a stand of trees in a forest. Unlike typical rooms,
in which sound propagates freely in the interior and is reflected
at the boundaries, in a forest, reflections are generated in the
interior by scattering from trees. As a result, the buildup and
decay of energy can be very different than that in an enclosed
space, following a more Gaussian rather than exponential
envelope.

To model a forest, consider a two-dimensional geometry
having a source, listener and a set of trees. The impulse re-
sponse of the forest involves paths from the source, interacting
with the trees, and arriving at the listener. In this model,
there are a finite set of path segments traversed: between the
source or listener and each of the trees, and between each
pair of trees. The propagation between any two points may
be modeled by a time delay and spreading loss. Assuming
sufficiently separated cylindrical trees, the interaction with an
intervening tree may be modeled using a filter representing
the scattering from a hard cylinder. In this way, a network
of bi-directional waveguides representing propagation between
trees, connected via scattering junctions, as seen in Fig. 13,
models the reverberation between a given source and listener.

The design of a specific reverberator then amounts to
selecting the locations of the trees, source and listener, as well
as the tree radii. Tree placement affects the energy envelope
and echo density of the resulting impulse response.
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D. Geometrical Acoustics Based Modeling Techniques

Geometrical Acoustics (GA) presents quite crude approx-
imation of the wave equation since it neglects the wave
nature of sound and instead assumes a ray-like behavior
of sound. Despite this, it is a valid approach, especially at
high frequencies, where the wavelength of sound is small in
comparison to dimensions of a typical modeled space.

All the GA modeling techniques are covered by the room
acoustic rendering equation that presents a unifying mathe-
matical framework for all of them [161]:

`(x′,Ω) = `0(x′,Ω)

+

∫
G
R(x, x′,Ω)`

(
x,

x′ − x
|x′ − x|

)
dx, (16)

where G ⊂ R3 is the set of all surface points in the enclosure,
`(x′,Ω) is the outgoing time-dependent acoustic radiance
from point x′ in direction Ω, `0 is sound emission, and R
is the reflection operator for sound coming from point x.
The main component of R is the Bidirectional Reflectance
Distribution Function (BRDF), which determines the reflection
type. Basically the GA techniques differ from each other on
how they sample the integral inside the equation, and what
kind of BRDF is applied. Covering all the variations and
improvements presented over the years is beyond the scope
of this paper and thus in the following we limit ourselves
only to those most relevant to the present topic.

Geometrical Acoustics and Specular Reflections: In any
real closed space, the number of reflection paths between a
source and receiver locations grows exponentially as a function
of reflection order. In practice this means that detecting all
the reflection paths, even specular ones only, is typically
not possible for the whole duration of an impulse response.
Instead, the number of early specular reflections is limited
and computing them in real time is possible. They are per-
ceptually the most important reflections. In making accurate
room acoustic modeling and auralization, it is essential to get
the early reflections right. This knowledge forms the base of
several auralization systems where early reflections and late
reverberation are processed separately, as discussed in Section
IV-G.

In computing specular reflection paths the reflection opera-
tor R of (16) implements the ideal mirror reflection, i.e., such
that all the incoming energy is reflected to the specular re-
flection direction and there is no diffuse reflection component
at all. The basic techniques for computing the early specular
reflections are the image-source method [78], [79] and ray-
tracing [162], [163], [164]. The image-source method is an
accurate method such that it is guaranteed to find all the
possible specular reflection paths between two given points
whereas ray-tracing is based on Monte Carlo sampling of
the reflection paths. Due to the exponential growth of the
number of possible reflection paths the image-source method
is practical only in finding very low-order paths. Ray-tracing
does not suffer from this problem, and it can be used to obtain
higher-order reflections. However, it should be noted that
the accuracy of modeling decreases with increasing reflection
order, as omission of valid reflection paths becomes more and

more likely for a receiver of fixed size [165].
The beam-tracing techniques present an improvement over

the image-source method by constructing a beam-tree to
present possible reflection paths. This approach efficiently
limits the growth in the number of reflection paths to be
investigated in detail [166]. There are both conservative and
approximate versions of this approach. One such conserva-
tive approach that guarantees to find all the paths has been
presented by Laine et al. [167]. Their optimization tech-
niques enable use of beam-tracing in real-time auralization
with moving listener and static sound source up to fourth
to sixth reflection order depending on the complexity of the
space. Another optimization targeting at efficient image-source
computation is use of visibility diagrams [168], [169]. Even
better performance can be gained if an approximate solution,
where there is no guarantee that all image sources are found,
can be used [170]. However, it is not always necessary to
compute the image sources up to very high order, as it is
possible to get good estimates of reverberation based on early
image source data only [171], [172]. A special case for the
image-source technique is to compute the impulse response of
a shoebox-shaped room, which can be implemented efficiently
[173], and can be extended to higher dimensions than three
[174].

One problem related to a large number of reflection paths
is how to ensure they are audible. Performing the required
signal processing separately for each path is a tedious process.
Tsingos et al. have presented techniques to make perceptual
clustering and culling for multiple moving sound sources to
overcome this hindrance without sacrificing the quality of
audio output [175].

Geometrical Acoustics and Diffuse Reflections: The models
that have a diffuse component in the BRDF typically produce
time-energy responses. There are two ways to utilize them in
auralization. First, they can be converted to impulse responses
and used in convolution [176], [177]. The second way to use
the responses is to compute some acoustic attributes from them
and to use them to parametrize some reverb algorithm.

In the radiosity methods the BRDF is ideally diffuse such
that there is no specular component and the sound reflection
does not depend on the incoming angle of sound [178], [179].
In practice, most of the reflections have both specular and
diffuse components. Support for arbitrary BRDFs exists only
in a couple of modeling techniques. The basic ray-tracing
technique is easy to extend for arbitrary reflections as the
traditional mirror reflection model can be replaced by any
reflection model [164].

There are several variations of the ray-tracing principle such
as sonel mapping [180] and phonon mapping [181]. Both
of them are inspired by photon mapping that is a global
illumination technique applied in computer graphics [182].
However, the idea of sound particles is even older and has
been used e.g. by Stephenson in his quantized pyramidal beam
tracing method [183]. It is worth noting that the term ‘beam
tracing’ has two different meanings in the context of room
acoustic modeling. In some computer graphics inspired work
the term refers to a certain geometric algorithm, such as in
[166] whereas in other research it has a wider meaning to
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describe that in acoustics the concept of rays is ill-advised
and the rays should be considered to be volumetric objects
such as cones [184] or pyramids [183].

The Acoustic Radiance Transfer (ART) method is another
technique that is able to handle arbitrary BRDFs [185]. It
has been shown to be capable of real-time room acoustic
simulation and auralization for a static sound source and a
dynamic listener. Stavrakis et al. have presented the ‘Re-
verberation Graph’ technique to handle complex spaces that
contain several interconnected rooms with their own acoustic
characteristic [186]. That technique has several similarities
to the ART technique such that they both pre-compute the
acoustic responses to a given grid of points and in real time
those responses are processed for convolution.

Recently, computer graphics research has had a major
impact on finding the most efficient ways to determine acoustic
responses [187], [188], [189]. Some of these algorithms are
designed for computer games having dynamic environments
where both the sound source and listener can move and,
moreover, the environment itself can change.

Diffraction Modeling in Geometrical Acoustics: Diffraction
is a phenomenon that must be modeled separately in all
geometric acoustic modeling techniques. It is an essential
component in complex environments, especially, when there
is no line-of-sight from the source to the receiver. There
are several approximations. The most accurate are based on
the Biot-Tolstoy-Medwin technique [190], but they are too
complex for real-time processing and instead can be used
to pre-compute diffraction filters that can be efficiently used
in auralization [191]. To lessen the computational burden of
diffraction some perceptual culling can be performed [192].
The uniform theory of diffraction is a computationally lighter
approximation and it is well suited for geometric acoustic
modeling techniques such as beam-tracing [193] and frustrum
tracing [188]. Another approach investigated by Tsingos et
al. is based on Kirchoff approximation of sound scattering
from a surface [194]. Their technique is very efficient, but is
limited only to first-order scattering and cannot model actual
reverberation.

E. Hybrid Models

All the techniques mentioned above have their own strengths
and weaknesses, and it seems that there is no single method
that would be able to handle the whole audible frequency
band for the duration of the whole impulse response. For
this reason, many hybrid models have been introduced that
combine the best parts of different models into one technique.
One of the first hybrid models combined the image-source
and ray-tracing methods [195]. The image-source method is
typically the most suitable technique for modeling of the early
reflections. For that reason it is often used in the hybrids
where it can be accompanied for example by radiosity [178]
or statistical reverberation [196].

Geometrical acoustics performs poorly in the lowest fre-
quency range, and therefore it is necessary to have a wave-
based model as a low-frequency simulator when the aim is
accurate modeling. One such approach has been presented by
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Fig. 14. An optimal hybrid model would have a wave-based model for
the lowest frequencies and higher frequencies would be best modeled with a
combination of different geometric acoustics techniques.

Murphy et al. in their model that combines FDTD results and
ray-tracing results [197]. However, an optimal hybrid model
would make the division of the modeling task based on both
time and frequency as illustrated in Fig. 14 [123], [198], [199].

F. Spatialization of Artificial Reverberation

In principle, each reflection in a reverberant acoustic space
should be spatialized. That is, it should enter one’s ear from
the correct direction in 3-D space. Spatialized reflections
were pursued by Kendall and Martens [200], as they present
the basic principles for both headphone and loudspeaker
reproduction. The same concepts were later used in 3-D
virtual reality systems [201], [25]. More detailed work on
spatialization using Head-Related Transfer Functions (HRTF)
has been presented by Jot et al. [202]. To create convincing
headphone reproduction it is essential that the user’s head is
tracked such that the sound image stays stable even if the user
turns his/her head [203]. Loudspeaker reproduction of artificial
reverberation has been used, for example, by Gardner [32], in
his work targeting to change the acoustics of an existing room.
He suggests to record sound in a room and feed it in a real-time
room acoustic simulator whose result is played back through
loudspeakers.

G. Room Modeling Systems

In the early 1990s there was a boom in room acoustic
modeling systems targeting acoustic design. At least the fol-
lowing pieces of software from that time are still commercially
available or in in-house use: EASE and associated auralization
tool EARS [204], Odeon [205], CATT-Acoustic [206], Epi-
daure [207], [177], Ramsete and associated auralization tool
Aurora [208]. They are all hybrid models based on geometrical
acoustics. In addition to producing acoustic attributes they are
able to auralize the simulation results for listening purposes.

One of the pioneers in real-time acoustic simulation has
been NASA where spatial hearing has been a major research
topic [201], [209]. In addition, there have been several more
academic systems targeting real-time purposes whereas the
acoustic design tools are mostly for off-line simulation in static
environments. One of the first such systems has been presented
by Nakagawa et al. [210]. The DIVA auralization system
developed at the Helsinki University of Technology (now part
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Fig. 15. An example of a filter structure used in an auralization system.

of the Aalto University), Finland, shares several similarities to
their system [211], [25], [212]. In the DIVA system an image-
source implementation provides a list of specular reflections,
which are processed by an auralization module. It contains
a separate set of filters for the direct sound (T0(z)) and for
each early reflection (T1(z)...TN (z)) and an FDN type reverb
structure, as illustrated in Fig. 15. The filters incorporate
air absorption, distance attenuation, and reflection properties
for each reflection path, which is individually spatialized
(F0(z)...FN (z)). Their new beam-tracing system, which is
optimized for real-time walkthroughs and auralization, has
been made publicly available [167], [213].

A similar approach has been utilized in the IKA-SIM system
developed at Bochum University, Germany, as well [214].
Much research on real-time virtual auditory environments has
been conducted at the RWTH, Aachen, Germany, where the
RAVEN system has been developed [215]. Their latest works
have investigated efficient acoustic simulation and auralization
techniques [216], [217].

In current computers, real-time multi-channel convolution
is possible, and that opens up a possibility of a different
approach to auralization. In the systems listed above, the early
reflections and the late reverberation were treated separately,
but that is no longer necessary if all the available resources
can be used for auralization as is the case in acoustic design
applications, whereas in computer games resources have to be
shared with several tasks. This approach has been taken in
the reverberation graphs [186] and in the frequency-domain
acoustic radiance transfer method [185] presented above. In
both techniques the whole responses are first computed for a
set of pre-defined receiver points, and are then convolved with
a dry excitation and HRTF filters in real time.

H. Recent Research Trends in Room Acoustic Modeling

Modern GPUs are massively parallel computing engines.
This makes a huge difference in certain acoustic modeling
and signal processing tasks [93], [218]. The trend started in
early 2000s when GPUs were used to speed-up acoustic ray-
tracing [219], [220]. Even larger performance gains have been
achieved in FDTD simulations as mentioned earlier. In signal
processing, GPUs can be used for efficient convolution and
Fourier transforms [92].

The divergence of application areas for real-time acoustic
simulation has created different needs for the required accu-

racy of the models. At one end, there are computer games
in which it is sufficient to present a plausible approximation
as long as it is computationally efficient and fits in the
given computation budget, see e.g. [221]. At the other end,
there is acoustic design of concert halls where accuracy has
crucial role. Recent studies have shown, e.g., that the role of
phase in early reflections has been underestimated in current
acoustic design [222]. This means that in the future the role
of auralization will increase since those effects are something
that traditional energy-based acoustic attributes are not able to
capture, and the applied models need to be able to incorporate
them.

V. CONVOLUTION TECHNIQUES

The implementation of a convolution reverb is equivalent
to FIR filtering an audio signal with the impulse response of
a space [223], [88]. The impulse response can be obtained
by conducting a measurement in a real room or by taking
it from a computer simulation, as described in the previous
section. The impulse response values are then assigned to be
the coefficients of the FIR filter, which may be a very high-
order filter. In theory, this seems easy. The FIR filter does not
even have any processing delay, as the output signal can be
computed sample by sample as input samples are supplied.

However, an immediate drawback of the convolution rever-
beration technique is its computational load, which is huge in
practice. For example, when the length of a Room Impulse
Response (RIR) is 1.0 s and the sample rate is 48 kHz,
the convolution requires 48,000 multiplications and additions
per output sample. This alone leads to about 5 GFLOPS
(billion floating-point operations per second). Usually the two
stereo channels have independent impulse responses, and it is
becoming a standard to use more channels, such as five or six,
as required in the multichannel surround-sound reproduction
systems such as the “5.1” standard. The computational load
increases linearly with the RIR length and number of audio
channels, so in practice several dozen GFLOPS of computing
power must be available. Luckily, processors have grown to
be very fast, and for example current GPU processors can
perform hundreds of GFLOPS that can be efficiently used in
convolution [224], [92].

Reducing the computational load of the convolution tech-
nique has been an active research line during the past few
decades. In the following we discuss the various aspects
of obtaining and utilizing impulse responses for artificial
reverberation.

A. Measuring Room Impulse Responses

Playing a unit impulse from a speaker and recording the
response is not a practical way to obtain a concert hall’s
impulse response. The basic limitation of this simplistic ap-
proach is that there is not enough energy to excite a wide
range of frequencies for having a good Signal-to-Noise Ratio
(SNR). Traditional practical methods include shooting a start
pistol, clapping one’s hands, and popping an air balloon on the
stage, where sound sources are usually located [225], [226]. A
drawback shared by impulses produced by all these methods is
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the lack of energy at low frequencies. A pistol produces a very
short impulse, which must then be very loud to contain enough
acoustic energy for good SNR [225]. Impulses produced by
hand clapping may not include enough energy and they contain
a resonance in the middle frequency range, usually between
500 Hz and 2 kHz, with a 3-dB bandwidth in the 100-300 Hz
range [227].

To make the air balloon pop method repeatable, a fixed
breaking mechanism must be constructed. Additionally, the
balloons must be quite large, such as 40 cm in diameter,
to produce sufficient low-frequency energy and to have a
uniform directivity [226]. Abel et al. have proposed signal
processing techniques to estimate the impulse response from
an air balloon measurement [228]. With the current knowl-
edge, balloon pops have become an easy and useful method
to obtain the impulse response of a space. This method comes
in handy where more sophisticated measurement equipment is
unavailable or cannot be used, particularly in ancient ruins or
caves.

Since the year 2000 the standard method for high-quality
RIR measurements has been to use a sinusoidal sweep [225],
[90], [229]. A logarithmic sweep of constant amplitude is
played into the room and is recorded. The measured signal
is then convolved with the time-reversed version of the sweep
signal used during the measurement. The result will be the
impulse response of sound propagation from the loudspeaker
to the microphone, including all reflections and the full late
reverberation, assuming that the recording time has been
sufficiently long to capture it all. The SNR can be improved
by either amplifying or by lengthening the sweep. Clipping
caused by excessive signal amplitude may be detected by
inspecting the spectrogram of the recorded signal: harmonic
distortion brings about multiple ghost sweeps above the fun-
damental [90].

During the two decades before the prosperity of the sweep
method, it was common to use the Maximum-Length Sequence
(MLS) method [230], [231]. It was introduced by Schroeder
[232] and was based on a pseudo-random noise sequence,
which was used as an excitation signal. A deconvolution
algorithm based on number theory solves the impulse response
from the measured signal. A reason for the decline of this
technology was the observation that, under silent ambient
noise conditions, the sweep method can reach an SNR which
is 15 to 20 dB higher than that obtained with MLS [229],
[233]. However, if the room is noisy during the measurement,
the MLS method still is a competitive technique, as it is more
robust against impulsive noise than the sweep technique [233].

B. Post-Processing of Room Impulse Responses
Measured RIRs often contain noise, which compromises

high sound quality. The noise is caused by the ambient noise
in the room, the time-varying nature of room acoustics, and—
to a small extent—thermal noise from the microphones and
amplifiers. The measured RIR sinks into the background noise,
when it has decayed enough to reach the noise level, and after
that the response does not seem to decay anymore but its
level is saturated. For the convolution reverb application, it
is necessary to post-process the RIR to avoid this effect.

Jot et al. have proposed a technique for extending the
RIR after the point where the measurement noise begins to
dominate [234]. The late part of the RIR is analyzed using
the short-term Fourier transform and the energy decay relief
is determined for each frequency bin signal. After the point at
which the decay saturates, each subband response is replaced
with exponentially decaying noise. Bryan and Abel [235] have
developed a related algorithm, which uses a filter bank for
RIR analysis and synthesizes similar noise for each subband
to extrapolate the RIR. Ben-Hador and Neoran [236] describe
a fade-out technique to extrapolate the measured RIR. Bryan
and Abel [235] estimate the temporal energy profile of the RIR
and carefully scale down the end part of the RIR to avoid the
saturation effect caused by noise [235]. In another work, van
Dorp Schuitman and de Vries have proposed an algorithm for
removing noise and position-dependent fluctuations from RIRs
using psychoacoustic techniques [237].

It is possible to further process a recorded RIR to change
its properties. Possibilities include time-stretching to shrink or
extend the RIR duration, or applying an exponential envelope
to affect the decay rate of the response [236]. To avoid
destroying the early part of the RIR, it may be necessary to
decompose the recorded RIR into an early and late part before
manipulations [236].

C. Fast Convolution Techniques

The number of operations required by convolution in a
von Neumann computing architecture10 can be significantly
reduced by employing a Fast Fourier Transform (FFT) algo-
rithm, such as a split-radix power-of-2 Cooley-Tukey FFT. The
Cooley-Tukey FFT algorithm was developed in the 1960s for
computing efficiently the Discrete Fourier Transform (DFT) of
a signal without sacrificing accuracy. The basic FFT algorithm
was apparently first devised by Gauss [238]. The convolution
theorem states that the convolution of two length N signals
can be implemented by multiplying their DFTs (i.e., complex
spectra) and by applying the inverse DFT to the result.
The number of operations in the time-domain convolution is
proportional to N2, but the cost of the FFT-based convolution
is proportional to N log2N , where N is the length of the two
sequences. This makes an enormous difference, particularly
when the signals are long (i.e., N is large).

In the fast convolution algorithm proposed by Stockham,
the convolution of an input signal and an impulse response
is computed in blocks using the overlap-add method em-
ploying the FFT [239]. Unfortunately, a single-block FFT-
based convolution causes too much latency to be practical
in real-time audio processing. A buffer of N samples must
be first filled and only then the FFT, the frequency-domain
multiplication, and the inverse FFT (IFFT) can be executed.
This leads to a minimum latency of N samples. Additionally,
the computation takes some time, which adds to the latency.
The optimal strategy minimizing the number of operations
per sample spreads the operations equally over the next N

10A von Neumann architecture refers to a sequentially executing CPU,
unlike GPUs which spawn many parallel threads of execution. In a GPU,
FFT algorithms are only needed for very large lengths [92].
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sampling intervals. This leads to a total processing delay
(latency) of 2N samples, which is prohibitive in any real-time
application [223], [202], [240]. For example, when the RIR
length is 1 s, then the latency is 2 s. To reduce the latency,
the impulse response must be processed in segments, when an
FFT is used.

Kulp [241] suggested to divide the RIR into several short
segments of the same length and then convolve every input
buffer with each RIR segment in the frequency domain. This
reduces the latency and, as Wefers and Vorländer [242] have
observed, also decreases the computational cost. The FFTs
of the RIR blocks can be computed off-line and stored.
The real-time processing involves buffering the input signal,
computing the FFT, delaying the FFTs of previous blocks
using frequency-domain delay lines, multiplying the complex
spectra, adding the result spectra, and computing the IFFT, as
shown in Fig. 16. The FFT and IFFT must be twice as long
as the buffer length (or larger, such as the next power-of-2)
to avoid temporal aliasing. Zero-padding is used to extend
the input signal buffer to the required length [243]. This
processing will generate 2N samples of output data, which
can be combined using the overlap-add or the overlap-save
technique to produce the output signal [243].

Gardner [223] and McGrath [244] proposed to divide the
RIR into several segments of different lengths. This means
that several FFTs and IFFTs of different length must be
executed during real-time processing. The first two blocks in
the beginning of the RIR must use the shortest block length
N1. This leads to a processing delay of 2N1 samples, which
may be tolerable when N1 is selected to be small. For example,
at the 48-kHz sample rate, the choice N1 = 32 leads to a
latency of 13 ms (64 samples).

In order to eliminate the latency, the very beginning of the
RIR before the first block can be implemented as an FIR
filter using the standard time-domain convolution [240], [223],
[244]. This part can be made a short, sparse FIR filter [69],
[119], which can have a reasonable computational cost. If
the initial time gap can be extracted from the RIR, it can
be implemented as a pure delay line.

Garcia [245], [246] has pointed out that it pays to use
a small number of different block lengths in a block FFT
convolution implementations, because this reduces the number
of inverse FFTs. All spectra of the same length can be
combined in the frequency domain and be converted to the
time domain using a single IFFT. For example, just two
different block lengths may be selected, the first sufficiently
small to ensure a short latency and the second as large as
possible to maximize the saving offered by the FFT. Only two
IFFTs of different length are needed in this case. Although
the algorithms using multiple FFT block sizes are theoretically
more efficient than those using only one block size, Torger and
Farina [247] have shown that in a standard PC, the one-block-
size FFT implementation is the fastest one. A drawback is that
it causes more latency than the more sophisticated algorithms,
which employ multiple block sizes, first short blocks and then
longer ones.

Reijnen et al. [240] have suggested another approach to
reduce latency of the block FFT convolution: they allow blocks
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Fig. 16. Convolution of the input signal with a RIR partitioned into
three equal-length segments whose spectra are denoted by H1, H2, and H3

(adapted from [251]). The blocks ‘CMUL’ refer to complex multiplication.

to overlap with the previous block so that only B new samples
are taken in. This leads to a total latency of 2B. Hurchalla has
proposed to implement low-latency convolution by dividing
the RIR into equal-length blocks and using a two-dimensional
FFT [248]. Recently, Kuk et al. [249] have derived a fast
block FFT method using a new quarter-DFT technique, which
reduces the redundancy of the overlap-save method and uses
50% shorter transformations.

The block FFT methods can be extended for time-varying
responses, which are needed in interactive systems, when the
desired response changes over time. Pérez et al. have proposed
a method to simulate a moving source in violin synthesis
by dividing the violin body impulse responses into several
segments, which can be crossfaded to other segments, when
the angle to the listener changes [250]. The output signal is
synthesized using the overlap-add method. The same technique
can be applied to room acoustic simulation.

The best performance of the block-FFT convolution can be
obtained by knowing the processor hardware and optimizing
the number of different FFTs and the block sizes accordingly
[247], [242], [251]. This requires practical benchmarking
comparing different choices. Benchmarking tests using a GPU
processor showed that the FFT-based convolution is faster than
the time-domain convolution only when the RIR length is
larger than 100,000 samples [92], although the FFT algorithm
can benefit much from the GPU implementation [252]. In both
CPU and GPU convolutions, memory access patterns affect
the performance, and with optimized cache usage, remarkable
performance gains can be achieved [253].

D. Using a Scale Model’s Impulse Response

It has been the dream of acousticians since the beginning
of the last century that one could obtain a ‘real’ audible
impression of a concert hall during the design phase. In 1934,
Spandlöck in Munich, Germany, tried to realize this with the
help of a fifth-scale model [254]. For this purpose, he used the
gramophone technique available at the time. First an anechoic
audio signal was recorded on a wax cylinder, and it was then
reproduced in the scale model using a loudspeaker, but the
rotation speed of the wax cylinder was now five times higher
than that of the original recording. Inside the scale model the
sound was picked up by a microphone and was recorded on
another wax cylinder with the same high speed. Using an
earphone and by playing the wax cylinder at normal speed,
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Spandlöck could listen to a sound which was equivalent to
that of a much larger room with the same geometry. A BBC
report from the early 1970s describes how to do the same with
a special tape recorder [255]. Using digital signal processing
techniques, it is now possible to measure the RIR in a scale
model and use that for auralization [256].

Spratt and Abel have proposed a related real-time reverber-
ation method employing a scale model of a room, such as a
soundproof piece of plastic tube in which a tiny loudspeaker
and a microphone have been installed [257]. Their method di-
vides the input signal into short frames, which are played at an
appropriate higher speed into the scale model, then recorded,
and finally scaled back to normal speed and synthesized using
the overlap-add method. This technique does not require FFT
processing and does not produce much latency, because the
output signal is ready to be played as soon as it has been
picked up by the microphone.

E. Parametric Modeling of Room Impulse Responses

Another way to avoid the use of the FFT is to convert the
large FIR filter required in convolution reverbs into an IIR
system. There are several possibilities to obtain computational
savings this way. First of all, various techniques exist to
convert an FIR filter to IIR filters, such as linear prediction
[100], Prony’s method [258], the Steiglitz-McBride iteration
[259], and balanced model truncation [260], [261]. It is typical
that an IIR filter closely approximating an FIR filter can be
implemented with a smaller number of operations than the
original FIR filter. A limitation of most of these techniques is
that they can only handle fairly short FIR filters, for example
up to 1000 coefficients only.

One way to enable IIR modeling of long responses up to
several seconds is to divide the RIR into subbands, which are
optimally downsampled, and then separately model each of
them [262]. When the subbands are narrow, the length of the
RIR on each subband will be short, because it is scaled by
the downsampling factor. This leads to a kind of filter bank
approximation of the original RIR. The Frequency-Zooming
ARMA (FZ-ARMA) method is one suitable algorithm [262].

In subband techniques, the saving comes from the fact
that usually RIRs have a highly frequency-dependent decay
rate: energy vanishes sooner from high frequencies than from
low frequencies. It is most advantageous to apply the FZ-
ARMA method for the lowest frequencies, such as below
200 Hz only. Then the frequencies below this cutoff will
be modeled efficiently with an IIR filter, while the residual
impulse response above the cutoff can still be an FIR filter
[262]. The residual FIR filter will have a shorter length than
originally, because the lowest frequencies decaying slowly
have been suppressed.

The idea of approximating the impulse response on sub-
bands can be taken to an extreme by using the filter bank
decomposition, as proposed by several authors [263], [264],
[265], [266]. The RIR can be divided into subbands, for
example using the wavelet decomposition [264], and then each
subband RIR can be critically downsampled and truncated.
This leads to great computational savings over the standard

long convolution, even when the subband signals are chosen
to be complex [265]. Marelli and Fu [267] have proposed an
optimized subband technique, which they have applied to short
impulse responses, such as head-related transfer functions, but
which should be applicable to long RIRs as well. Their com-
parison with other techniques shows that the subband method
is superior to block-FFT and parametric pole-zero models both
in terms of latency and computational cost [267]. Menzer
and Faller have studied the synthesis of binaural RIRs and
the replacement of the reverberation tail with Gaussian noise
matching the energy-decay relief and interaural coherence
[268].

Bai et al. have developed a subband technique in which each
subband contains an IIR filter structure similar to those used
in parametric artificial reverberators (see Sec. III) [269]. A
genetic algorithm is used for optimizing the parameters so that
the best approximation of the target response, a recorded RIR,
is obtained. Subband methods offer the additional advantage
that the decay rate of each subband can be parameterized
independently by multiplying the subband signal in the syn-
thesis stage with an exponential envelope [265]. Vickers et
al. proposed a related algorithm in which the reverberation
process is approximated by accumulating and attenuating the
magnitude spectra of input signal frames [270].

F. Combining Convolution and Parametric Methods

Recorded RIRs are known to contain the perceptually im-
portant details in their early part but the late part resembles
exponentially decaying colored noise [20]. However, Jot [271],
[234] has shown that the FDN reverberator can be calibrated
to approximate the late decay part of RIRs in a convincing
manner: The general time-frequency characteristics of the
tail are preserved this way, although details of RIR are not
reproduced. Stewart and Murphy [272] proposed a hybrid
structure in which a short FIR section exactly reproduces the
reverberation onset, while an efficient FDN structure generates
the late reverberation. The convolutional section may be taken
directly from the measured impulse response onset, and the
equalization and decay rates of the FDN designed to match
those of the measured RIR tail.

The design of the hybrid structure involves decisions on
the duration of the convolutional section and the cross-
fading method between the convolutional and FDN sections.
Greenblatt et al. [273] suggest to choose the convolutional
onset duration as the time at which the measured and FDN
impulse responses achieve the same normalized echo density,
a quantity measuring closeness to Gaussian statistics, which
has been shown to predict perceived echo density [274].
Greenblatt et al. [273] also show that it is advantageous to
form the convolutional section by windowing the difference
of the recorded and FDN impulse responses. Menzer recently
published the idea of modeling the early and the late part of
the RIR using two parallel FDNs [275].

G. Multi-Channel Convolution Reverberation

To convincingly capture the acoustics of a concert hall
or other space requires a multi-channel impulse response,
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including directional reflections [276]. The Spatial Impulse
Response Rendering (SIRR) technique can be used for repro-
duction of measured RIRs with a multi-channel sound system
[277], [278], [279], [280]. The RIR is measured using an
ambisonics B-format microphone, which outputs four signals:
an omnidirectional signal and three mutually orthogonal dipole
signals. Using short-term FFT analysis, the intensity and angle
of the directional components of the RIR are computed. The
non-directional part of the RIR is assumed to be diffuse, i.e.,
not coming from any particular direction but rather from all
directions.

In the synthesis stage of the SIRR method, the omnidi-
rectional RIR is decomposed and rendered to the different
output channels based on the analysis data. The diffuse part
of the response can be processed by using FFT-based phase
randomization, i.e., having a random phase but the magnitude
response of the original RIR, or by using decorrelation filters
[279]. A different decorrelated version of the RIR is then used
for each channel to produce the impression of a diffuse field.
The impulse responses synthesized using the SIRR method can
be used in a multi-channel convolution reverb to synthesize
the spatialized reverberation of a concert hall, where the RIR
measurement was conducted [236].

Hulsebos et al. have studied capturing of multi-channel
RIRs using linear, cross, and circular microphone arrays [281].
Li et al. suggested simultaneous measurement of multiple
RIRs using an array of seven directive microphones [282].
They then separate the early and late parts and use the FFT to
run the required convolutions for five output channels. Kuster
has proposed processing the different channels of a multi-
channel RIR with filters designed to produce a prescribed
coherence [283]. The method is applicable to the late part
of the RIR only.

VI. VIRTUAL ANALOG REVERBERATION

Before the easy availability of digital signal processing
based artificial reverberation, studios and performers relied on
methods of producing a reverberation-like effect via electrical
or electro-mechanical means (see Sec. II-A). These primitive
types of artificial reverberation had a quality that was dis-
tinct from the sound of a standard acoustic space, and were
deemed preferable for some applications. Research towards
understanding the special sound characteristics of these ef-
fects and reproducing them via digital signal processing is
therefore desirable. For similar reasons, analogous work has
been produced dealing with vintage analog sound processing
and generation equipment such as analog synthesizers [284],
[285], [286], [287], compressors [288], [289], and guitar
distortion/overdrive circuits [290], [291], [292]. This area is
generally referred to as ‘virtual analog’ modeling [293], [294]
and therefore we adopt this moniker also for the study of early
artificial reverberation devices.

In the following section, we examine the main early
methods of generating artificial reverberation, and how these
methods can be reproduced with digital signal processing.
Firstly we deal with electro-mechanical reverberators – those
which produce a reverberant effect by exciting vibrations in a

resonant object (almost exclusively metal plates and springs)
and receiving these vibrations at another point via a transducer.
Secondly, we deal with methods of producing echoes or
reverberant effects via electrical means.

A. Electro-mechanical Reverberation

Electro-mechanical reverberators can be thought of as be-
having similarly to acoustic spaces, with two important dis-
tinctions:
• The vibrations propagate through a medium with differ-

ent properties than air. The common electro-mechanical
reverberators are made of metal, resulting in a speed of
sound which varies with frequency and is generally much
faster than that in air. This frequency-dependent-speed
property is known as dispersion, and alters the character
of the individual reflections that make up the reverberant
response.

• The geometry of the medium in which the vibrations
travel is generally unlike the geometry of an acoustic
space, and hence produces a different pattern of reflec-
tions. The common geometries are a metal plate or foil, or
a helical wire spring. These geometries behave as a lower
dimensional space than a standard acoustic cavity (albeit
with non-Euclidean geometry in the case of the spring),
and hence produce a simpler pattern of reflections.

These differences are responsible for the shortcomings of
electro-mechanical reverberators when used as a substitute for
an acoustic space, but also define the special sound which
makes these reverberation techniques desirable in particular
aesthetic applications.

1) Spring Reverb: The response of a spring reverberator to
an input signal is characterized by the presence of a number
of dispersive echoes, or chirps. Fig. 17 shows a spectrogram
of such a response. These echoes can be divided broadly into
two groups—firstly a set of low-frequency echoes having a
minimum delay at low frequency and a maximum delay at a
point termed the transition frequency, Fc [52], [295], [296].
This frequency generally lies somewhere in the range of 2-5
kHz. Secondly, there is a group of wide-band echoes which
cover the entire audible frequency range. These echoes are
of a much lower amplitude, and possess a minimum delay at
high frequency and a maximum at low frequency. The low-
frequency echoes are separated by a constant delay, as are
the wide-band echoes. The delay separating the low-frequency
echoes at dc is termed TD [52]. The low-frequency echoes
seem to dominate the perceived sound of spring reverberation,
and the parameters Fc and TD describe much of the sound of
a particular spring.

Analysis of mathematical models of spring vibration [297],
[298] has allowed these perceptual parameters to be derived
in terms of the physical parameters of a particular spring [52]:

TD ≈
4LR

r
√

E
ρ

, (17)

where L is the uncurled length of the spring wire, R is the
radius of the helix, r is the radius of the wire, ρ is the density
of the material and E is Young’s modulus of the material. The
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Fig. 17. Impulse response of a single spring from a Belton MB3BB2C1B
reverberation tank.

parameter TD gives a measure of the delay time of the spring,
specifically the time taken for a wave to propagate the length
of the spring twice. An expression for the transition frequency
Fc can also be derived:

Fc ≈
3r
√

E
ρ

16
√

5πR2
. (18)

Both sets of echoes appear to become more diffuse as they
repeat, contributing strongly to the reverberant sound of the
spring. More subtle details are visible in this response, and in
others – notably the presence of faint pre-echoes before the
main low-frequency chirps [299] and breaks or kinks in the
echo that correspond to a transition point between different
sets of modes [300].

Like the emulation of acoustics spaces, emulation of the
response of a spring reverberator can be approached in a
number of ways. The simplest approach is to measure the
impulse response of a particular unit, and apply it to signals
using convolution methods like those discussed in Sec. V.
This method is perhaps more applicable in the case of spring
reverberation than room reverberation, as the input and output
points of the system are fixed and do not need to be varied.
However, convolution methods offer little flexibility in tuning
the sound of the effect to suit the application. Methods which
allow some parametric variation are therefore desirable.

Abel et al. [50] presented the first model of spring reverber-
ation, based on digital waveguide methods (as described in Sec
III-C). Dispersion was modeled by measuring the response of
a real spring reverberation unit, isolating a single reflection,
and optimizing a high-order allpass filter to fit the required
dispersion curve. This method allows some flexibility with
respect to the time between individual echoes, but dispersion
characteristics are fixed to match those of the measured
reverberation unit.

Bilbao and Parker [295], [52] proposed a model which is
based on discretization of a simplified version of mathematical
models of spring vibration. The system of partial differential

equations is turned into an implicit finite difference scheme.
The result accurately models the dispersion of the spring,
along with the pattern of echoes, based on physical parameter
values. However, the model does not reproduce the increasing
diffuse quality of echoes with time seen in real springs. This
work shows promise, but is currently not ideal for real-time
application due to the computational cost of the methods
employed.

Recently, Välimäki et al. [299] produced a spring-
reverberation effect within the paradigm of traditional delay-
network reverberation techniques. The structure consists of
two parallel delay lines, with the addition of dispersion-
generating allpass filter cascades [301] (known as spectral
delay filters) and feedback. Modulation of the delay lines with
a filtered noise signal is used to produce progressive diffusion
of echoes. The allpass cascades employed can be computation-
ally heavy, but efficiency can be improved by downsampling,
altering the chirp-generation structure, or implementing the
allpass sections in their most efficient form [302], [303].
Gamper et al. have investigated automatic calibration of this
kind of model, based on measured spring reverb responses
[304]. Hypothetical reverberators constructed using networks
of large springs have also been investigated [305].

2) Case Study: A Parametric Spring Reverberation Algo-
rithm Utilizing Sparse Noise: Generalizing from the structure
described by Välimäki et al. [299], we can envision a generic
form for digital spring-reverberation effects. As in the work
of Välimäki et al., this structure consists of two parallel
structures, one of which produces the required low-frequency
echoes below Fc and one which produces the faster wide-band
echoes. Inside each of the structures is a dispersion-generating
allpass filter cascade, some form of standard reverberation
structure, and a delay line. The allpass filter generates the
required chirp shape, the delay-line produces the required
delay between echoes, and the reverberation structure produces
the progressive blurring or diffusing of the echoes as they
recirculate through the system. Any form of reverberation
structure can be used to perform this task, and the aesthetic
quality of the spring reverberation effect will vary accordingly.
The delay-line modulation employed by Välimäki et al. can
be thought of as a basic form of reverberation, similar to that
employed by the Ursa-Major Space Station [73].

As an illustrative example, we propose a new spring re-
verberation effect designed to model only the behavior of the
low-frequency chirp sequence below Fc. Neglecting the wide-
band chirp sequence can be justified on the basis that it is
present at a much lower level than the low-frequency chirp
sequence, so that it has lesser perceptual importance [299]. The
effect consists of a feedback structure containing a dispersion-
generating allpass chain as described by Välimäki et al., an
allpass interpolated fractional delay line, and a SFIR structure
with pseudo-random coefficients calculated according to the
‘velvet noise’ technique [119]. Velvet noise is discussed in
more depth in Sec. III-G. The SFIR is updated with new
coefficients periodically, with these sets of coefficients being
taken from a pre-compiled library. Each set of pseudo-random
coefficients in the library also contains a pre-computed scaling
coefficient, so that the overall gain of the feedback structure
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Fig. 18. Block diagram of the new spring reverberation algorithm.
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Fig. 19. Impulse response of the spring reverberation model.

does not vary. The feedback structure is followed by a tenth-
order elliptic lowpass filter, designed to suppress activity above
Fc. A block-diagram of the complete effect is shown in
Fig. 18.

Varying the length of the velvet noise sequence and its
relative gain compared to the dry feedback path allows the
user to tweak how quickly the echoes become diffuse. The
perceptual parameter Fc is varied by altering the dispersion-
generating allpass chain AM (zk). The parameter TD is varied
by changing the length of the delay line z−D, after taking
into account the inherent delay-time of the allpass-chain. Fig.
19 shows an example impulse response produced by this
structure, with Fc set to 4 kHz and TD set to 50 ms. The
SFIR is using a library of velvet noise sequences of 1 ms
length with a pulse density of 4000. A new sequence is chosen
for the SFIR every 256 samples. The parameter gr is set to
0.005, and gfb is varied to change the reverberation time of the
effect. The value of gfb is generally negative, in order to match
the reversal of the first echo seen in real spring reverberation
units [299]. It need not be constrained to values below 1 as
might be expected, as the diffusion introduced by the SFIR
diminishes the total loop gain. In this example gfb = −1.4.

3) Plate Reverb: An example of an impulse response of
a plate reverberator (in this case the EMT 140), is shown in
Fig. 20. The response of a plate reverberator is characterized
by a number of major qualities. Firstly, it lacks any distinct
individual echoes. This is caused by the dispersive nature
of wave propagation on the thin metal plate, which spreads
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Fig. 20. Impulse response of an EMT 140 reverberation plate, with the
damping control set to a medium value.

individual transients out into longer chirps [18]. Secondly, it
exhibits very fast onset of dense reverberation, described as
‘whip-like’ [64]. Another interesting quality of the onset of
the response is that the arrival of the first reverberation com-
ponents is faster at higher frequencies than at low frequencies.
This is due again to dispersive wave propagation on the metal
plate, and can be seen in Fig. 20 as a small curve in the onset
below around 500 Hz.

Programs claiming to emulate plate reverberation have been
present in digital reverberators since the earliest commercial
products. The definition of a ‘plate reverb’ in this context has
generally been rather flexible, with any reverberation program
that exhibits no early reflections and a fast onset of a diffuse
reverberant tail being described as a ‘plate’. Recently, work
has begun on more rigorously emulating the sound of a plate
reverberator.

Bilbao [306] produced a model based on numerical solution
of the partial differential equations governing the vibration
of the metal plate, via the application of finite difference
methods. This approach can accurately replicate the majority
of the behavior of the reverberation plate, but has two main
drawbacks. Firstly, it can be computationally quite heavy.
Secondly, the mathematical modeling of the real damping
mechanisms within the plate is extremely difficult, and hence
abstract damping factors are instead used. This results in
difficulty modeling the behavior of, for example, the damping
control of the EMT 140 reverberation plate.

A different approach is taken by Greenblatt et al. [64],
who construct an emulation of the EMT 140 plate based on a
hybrid reverberation structure consisting of a short convolution
section and an FDN. The convolution section is used to model
the onset of the plate response, which does not vary as the
damping control of the EMT 140 is varied. A part of a
measured impulse response from an EMT 140 is used for
the onset. The FDN is used to model the late portion of
the reverb, and is constructed to match the late reverberation
characteristics of the real unit. The reverberation time of
the FDN can be varied, allowing some reproduction of the
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behavior of the damping control of the EMT 140.

B. Electrical Reverberation and Echo

Electrical methods are usually applied to producing the
simpler echo effect rather than reverberation, as in contrast to
electro-mechanical techniques there are no natural reflections
produced within the system. Reverberation can be emulated
using electrical techniques, but it requires the addition of mul-
tiple delay taps—in the case of magnetic tapes these consist of
extra playback heads, and in the case of bucket-brigade devices
(BBD) these are separate connections to intermediary parts of
the capacitor chain which must be specifically designed into
the integrated circuit.

1) Tape-based echo: The sound of tape-based echo is
characterized by several qualities [292]. Firstly, there is the
saturation and noise introduced by the medium of the tape
itself. This can become very prominent once an echo has
recirculated through the system many times. Secondly, there
is a fairly strong (depending on the specific unit) modulation
of the speed of the tape playback (and hence the pitch of
the output signal), caused by the mechanics of circulating the
magnetic tape around the system and past the playback and
read heads.

Arnardottir et al. [51] modeled the behavior of one specific
tape-echo unit, the Echoplex. A structure consisting of an
interpolated delay-line with feedback is used. A saturating
non-linearity in the feedback loop is used to emulate the
characteristics of the tape. The complexity of the model is
in the way in which the length of the delay-line is constantly
varied. The pitch fluctuations are separated into several com-
ponents. The broadly periodic variations introduced by the
capstan and the pinch wheel are reproduced using a sum
of sinusoidal components, the frequencies and amplitudes of
which are matched to measurements from the real unit. The
phases of the sinusoidal components are modulated slightly
by low-passed zero-mean noise. The broader and slower drift
of playback speed, possibly due to the motor driving the
system, is modeled using low-pass filtered noise. Finally, the
user controllable mechanical ‘delay handle’, which controls
the distance between the recording and playback heads, is
modeled by low-passing a user controllable parameter. These
different sources of pitch fluctuation are summed, and passed
through a comb-filter designed to emulate the propagation of
mechanical disturbances around the system. This signal is then
used to vary the output position from the delay line.

Later work has generalized this model of tape-echo further
[292], with the addition of more rigorous modeling of the tape
saturation characteristics, and of the tone-control present in
the Echoplex as well as other units such as the Roland Space
Echo.

2) Bucket-Brigade Devices: Huovilainen [307] and later
Raffel and Smith [308] investigate the properties of the sound
produced by BBD-based effects. The sound of BBD-based
echo and reverberation effects is strongly influenced by the
limitations of the BBD itself. Firstly, the BBD is a sampled
system, and therefore aliasing is produced based on the clock
rate (i.e. sampling frequency) use. Also, the BBD itself is a

fairly non-linear system, and produces distortion and noise,
especially when sound is recirculated through it. This dis-
tortion is broadly related to how many capacitor stages the
signal is passed along, and therefore is more prevalent in chips
with many stages. BBD echo circuits often employ BBDs
with the maximum available number of stages (4096). To
produce an acceptable delay-time for the echo even with this
length of chain requires a fairly low clock speed (and hence
sampling rate). Since BBD echo circuits also recirculate the
signal many times, they generally exhibit the limitations of the
BBD device more strongly than other effects. These problems
are counteracted somewhat by the addition of a compander
surrounding the BBD device, an anti-aliasing filter preceding
the BBD, and a reconstruction filter following the BBD. In
exchange for reducing the problems with aliasing, noise and
distortion, this new system instead has limited bandwidth
(caused by the filtering) and also alters the dynamics of signals
it processes.

Raffel and Smith [308] then model the BBD echo device
on a functional block level. The BBD itself is modeled as a
delay-line with a number of samples equivalent to the number
of capacitor stages in the BBD being modeled. This delay-
line is run at a rate slower than the sampling frequency using
an artificial clock signal. This configuration then naturally
reproduces the aliasing and variation of pitch when delay time
is varied that are present in the real BBD. The delay-line core
is then surrounded by modeled versions of the compander,
the non-linearity of the BBD chip and the anti-aliasing and
reconstruction filters. A small amount of filtered noise is also
injected into the system.

BBD-based reverberation effects, often based on chips such
as the Panasonic MN3011 [67], require a shorter overall delay
time than echo effects. This allows the use of a high clock
rate, and greatly reduces many of the problems with distortion,
noise and limited bandwidth exhibited in the echo effect [308].

VII. CONCLUSIONS

This overview article has discussed artificial reverberation
algorithms, which imitate the acoustic reverberation process.
Delay networks tend to be an efficient and flexible approach,
but provide control over only gross reverberation features.
As such they are well suited for use in game and virtual
environment applications, in which the acoustics are interac-
tively adjusted or in musical applications where matching of
a particular real acoustic response is unimportant. Their effi-
ciency makes them useful in mobile and home audio playback
devices, where memory and computation are at a premium.
Schroeder architectures and feedback delay networks appear
to be the most widely used, while the novel random-sequence
based algorithms appear to be promising competitors.

Computational acoustic methods require significant com-
putational resources, and they are presently mainly used for
simplified geometries or to generate reverberation impulse
responses. The introduction of fast computing hardware, such
as GPUs and other massively parallel architectures, will
make computational acoustic simulations run in real time.
Convolution-based methods are also computationally demand-
ing, but have the advantage of providing an exact match to a
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measured space. They are popular in music production and
film audio post-production, where the acoustics of specific
locations, such as a famous concert hall or recording studio,
are desired.

Virtual analog reverberation algorithms go some way to-
wards allowing the replication of the sound qualities heard
in historical recordings. Besides improving the current ap-
proaches to modeling electro-mechanical and electrical rever-
beration and echo, the next logical step is to extend this virtual
analog approach also to vintage digital reverberators, repli-
cating their algorithms and also the effect of their hardware
design on the qualities of the sound produced. Famous early
digital reverberators such as the Lexicon 224 or the EMT 250
would be excellent targets for this approach.

Artificial reverberation has come a long way since
Schroeder’s first experiments. With today’s computing power,
it is already possible to use high quality reverberators in
real time on hand-held devices. As parallel computing ar-
chitectures continue to proliferate, even specific time-varying
physical spaces can be simulated convincingly, useful for
games and virtual presence applications. However, because
acoustic spaces are fundamentally very large systems, it will be
quite a while before we can afford to ignore psychoacoustic
principles that enable large reductions in the computational
expense for a given degree of spatial audio realism.
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[146] J. Escolano, J. López, B. Pueo, and G. Ramos, “On the implementation
of a room acoustics modeling software using finite-differences time-
domain method,” in Proc. 122nd Conv. Audio Eng. Soc., paper no.
7090, Vienna, Austria, May 2007.

[147] J. Lopez, A. Gonzalez, and F. Orduña-Bustamante, “Simulation of
complex and large rooms using a digital waveguide mesh,” in Proc.



IEEE TRANSACTIONS ON AUDIO, SPEECH AND LANGUAGE PROCESSING, VOL. X, NO. Y, MONTH 2011 25

123rd Conv. Audio Eng. Soc., paper no. 7189, New York, NY, Oct.
2007.
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parametric spring reverb model,” in Proc. 14th Int. Conf. Digital Audio
Effects, Paris, France, Sept. 2011, pp. 37–44.

[305] J. D. Parker, H. Penttinen, S. Bilbao, and J. S. Abel, “Modeling methods
for the highly dispersive slinky spring: a novel musical toy,” in Proc.
Int. Conf. Digital Audio Effects, Graz, Austria, Sep. 2010, pp. 123–126.

[306] S. Bilbao, “A digital plate reverberation algorithm,” J. Audio Eng. Soc.,
vol. 55, no. 3, pp. 135–144, Mar. 2007.

[307] A. Huovilainen, “Enhanced digital models for analog modulation
effects,” in Proc. Int. Conf. Digital Audio Effects, Madrid, Spain, 2005,
pp. 155–160.

[308] C. Raffel and J. Smith, “Practical modeling of bucket-brigade device
circuits,” in Proc. Int. Conf. Digital Audio Effects, Graz, Austria, Sep.
2010, pp. 50–56.

[309] T. van Waterschoot and M. Moonen, “Fifty years of acoustic feedback
control: State of the art and future challenges,” Proc. IEEE, vol. 99,
no. 2, pp. 288–327, Feb. 2011.
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